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ABSTRACT: Very recent report on observation of supercon-
ductivity in Bi;O4S; could potentially reignite the search for su-
perconductivity in a broad range of layered sulfides. We report
here synthesis of Bi,0,S; at 500°C by vacuum encapsulation
technique and basic characterizations. Bi,0,S3 is contaminated by
small amounts of Bi,S; and Bi impurities. The majority phase is
tetragonal 14/mmm space group with lattice parameters a =
3.9697(2)A, ¢ = 41.3520(1)A. Both AC and DC magnetization
measurements confirmed that Bi;O,S; is a bulk superconductor
with superconducting transition temperature (T.) of 4.4K. Iso-
thermal magnetization (MH) measurements indicated closed loops
with clear signatures of flux pinning and irreversible behavior.
The lower critical field (H¢;) at 2K, of the new superconductor is
found to be ~15 Oe. The magneto-transport R(T, H) measure-
ments showed a resistive broadening and decrease in T, (R=0) to
lower temperatures with increasing magnetic field. The extrapo-
lated upper critical field Hc,(0) is ~ 31kOe with a corresponding
Ginzburg-Landau coherence length of ~100A . In the normal state
the p ~ T2 is not indicated. Hall resistivity data are suggestive of
multiband electronic transport. Our magnetization and electrical
transport measurements substantiate the appearance of bulk su-
perconductivity in as synthesized Bi,O,S;. On the other hand
same temperature heat treated Bi is not superconducting, thus
excluding possibility of impurity driven superconductivity in the
newly discovered Bi,0,S; superconductor.

The discovery of superconductivity at 26K in LaO;_FFeAs?
ignited a gold rush for search of new superconductors. Besides
popular Fe based pnictides®® and chalcogenides®, some splinter
new interesting systems have also appeared. To name some, they
are CeNiggBi,°, BiOCuS® and doped LaCo,B,” with their super-
conducting transition temperature at around 4K. These com-
pounds are layered with relatively large unit cells and mimic the
superconducting characteristics of CuO, based HTSc cuprates and
FeAs based pnictides. The comprehensive theoretical understand-
ing of the mechanisms of CuO, and FeAs based high temperature
superconductivity is still awaited. The hybridization of Cu-O and
Fe-As in these strongly correlated systems along with their multi-
band character has been of prime interest to the scientific commu-
nity®®. After the recent observations of superconductivity in
BiOCuS® and doped LaCo,B,’, it is a pertinent question to ask if
CusS and CoB could also play the same role as of CuO, and FeAs.
In this regards, it is worth mentioning that although superconduc-

tivity of BiOCuS could not be reproduced’®, the CeNiygBi, and
doped LaCo,B; still lack independent confirmation. For example
the volume fraction of superconductivity in CeNiggBi, is very
small*’. In this sense, the observation of superconductivity at
around 4K in Bi,0,S;* has once again started the debate; whether
this newest series of superconductivity is intrinsic or not. It is
suggested that superconductivity of Bi,O4S; is BiS, based and
doping mechanism is similar to that of cuprates and pnictides**,
Thus the central question is whether the observed superconductiv-
ity in Bi,;0,S; is intrinsic or it is being triggered by Bi impurity in
the matrix.

Bismuth has been a part of various superconducting com-
pounds, such as Bi based High Temperature cuprates (BSSCO)™,
Bi3Ni**® and CeNiggBi,®> compounds. On the other hand, pure
Bismuth is found in several phases, out of which ordinary
rhombohedral Bi phase is non-superconducting®’%, while some
other phases are found to be superconducting®®%. Various crystal-
lographic phases of pure Bi, which are superconducting in the
bulk phase, are Bi Il, 11l and V (high-pressure phases of Bi) with
T = 39K, 7.2K, and 8.5 K™% respectively. The fcc Bi phase
superconducts with T, ~ 4K?; and amorphous Bi with T, = 6K,

In current communication, we report the extensive characteriza-
tion of the newly discovered® Bi,0,S; superconductor. The syn-
thesized Bi,0,4S; is crystallized in tetragonal structure with space
group l4/mmm. The main phase of the sample is contaminated
with small impurities of Bi and Bi,S;. Bi;O4S; compound is found
to be bulk superconducting at around 4.4K, both from magnetiza-
tion and transport measurements. Interestingly same route heat
treated pure Bi is non-superconducting. Bi is in rhombohedral
phase and hence is non-superconducting. Our results conclude
that superconductivity of Bi,O,S; is intrinsic and not driven by Bi
impurity phase.

Bi,0,S; was synthesized by solid state reaction route via vacu-
um encapsulation. High purity Bi, Bi,O; and S were weighed in
right stoichiometric ratio and ground thoroughly in the glove box
under high purity argon atmosphere. The powders were subse-
quently palletized and vacuum-sealed (10 Torr) in separate
quartz tubes. Sealed quartz ampoules were placed in box furnace
and heat treated at 500°C for 18h followed by cooling to room
temperature naturally. The process was repeated twice. The X-ray
diffraction (XRD) patterns of the compounds were recorded on
Rigaku diffractometer. Rietveld refinement of XRD pattern is
carried out through FullProf. The magnetization and transport
measurements were carried out using 14 Tesla Cryogenic PPMS
(Physical Property Measurement System).



The synthesized Bi,0,S; sample is gray in color. On the other
hand, Bi sample is of shiny silver color. The room temperature X-
ray diffraction (XRD) pattern for synthesized Bi and Bi 04S;
samples are shown in Figure 1.
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Figure 1. Rietveld refined Room temperature X-ray diffraction
(XRD) patterns of Bi4O,S; and heat treated Bi, the unit cell of the
compound is shown along side. .

The Bi40,S; sample is crystallized in tetragonal structure with
space group I4/mmm. Rietveld refinement of XRD patterns are
carried out using reported® Wyckoff positions. The positions and
lattice parameters are further refined and the lattice parameters are
a =3.9697(2)A, ¢ = 41.3520(1)A. The Wyckoff positions of the
synthesized Bi;0,S; compound are given in table 1. The XRD of
Bi heat treated at same temperature is also depicted in Figure 1,
which is crystallized in clean rhombohedral phase. It can be con-
cluded from XRD results that the synthesized Bi,0,S; sample is
nearly single phase with some impurities of rhombohedral Bi.
Rhombohederal Bi is reported non superconducting™"*¢. However,
the structure of the compound is still under debate with the space
group of 14/mmm or | -42m*. The representative unit cell of the
compound in 14/mmm space group crystallization is shown along
side in Figure 1. The layered structure includes Bi,S, (rock-salt
type), Bi,O, (fluorite type) and SO, layers. Superconductivity is
induced in BiS, layer due to Bi-6p and S-3p orbitals hybridiza-
tion. The theoretical calculations®® show that, bands are derived
from Bi-6p and in-plane S-3p orbitals. These are dominating
bands for electron conduction and superconductivity.

Various atoms with their respective positions are cited in the
figure. Bismuth (Bil, Bi2 and Bi3) and Sulfur (S1 and S2) atoms
occupied the 4e (0, 0, z) site. S3 atom is at 2b (0, 0, ¥2) site. Ol is
situated at 8g (0, ¥, z) and the O2 atom positioned at 16n (0, y, z)
site. The structural refinement indicates that the molecular com-
position is Bi303S, 5. It is the normalization of Bi,O4S; composi-
tion by %. The superconducting phase is SO, deficient phase of
Bi30,S, 5 (BigOsSs) phase’.

DC magnetic susceptibility of Bi;O,S; sample is shown Figure
2. The magnetization is done in both FC (Field cooled) and ZFC
(Zero-field-cooled) protocol under applied magnetic field of
200e. The compound shows sharp superconducting onset from
4.4K. This is clear from the zoomed inset of Figure 2. There is
evidence for substantial flux trapping too. The bifurcation of FC
and ZFC below T, marks the irreversible region. Also the shield-
ing fraction as evidenced from ZFC diamagnetic susceptibility is
quite appreciable. Both FC and ZFC magnetization data confirm
the appearance of bulk superconductivity in Bi,O0,Ss. In order to
exclude the role of Bi impurity in superconductivity of Bi;O,S3,
we also measured the magnetization of same temperature (500°C)
heat treated Bi and found the same to be non superconducting
(plot not shown). As shown in Figure 1, the 500°C heat treated Bi
is crystallized in rhombohedral phase, which is reported to be

non-superconducting®®, This excludes the possibility of un-
reacted Bi driven superconductivity in Bi,O,Ss. In fact the suffi-
cient superconducting volume fraction and large shielding of our
studied sample, itself discards the possibility of the minor impuri-
ty phase driven superconductivity.
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Figure 2. Temperature variation of DC Magnetization in ZFC
and FC mode for Bi;0,S; compound at 200e. Onset T, is identi-
fied at 4.4K. Inset shows the expanded part of the same plot indi-
cating irreversible behavior.

AC susceptibility versus temperature y(T) behavior of the
Bi,04S; sample is exhibited in Figure 3 (a). AC susceptibility is
done at 1kHz and 100e AC drive field. DC applied field is kept
zero to check the superconducting transition temperature and is
increased to 5kOe and 10kOe to further check the AC loses in the
mixed state. Both the real (/) and imaginary (/) part of AC sus-
ceptibility were measured. Real part (/) susceptibility shows
sharp transition to diamagnetism at around 4.4K, confirming bulk
superconductivity. The imaginary part on the other hand exhibits
a single sharp peak in positive susceptibility at around the same
temperature. Presence of single sharp peak in " is reminiscent of
better superconducting grains coupling in studied Bi,O,S; super-
conductor. Under applied DC field of 5kOe the ;/ diamagnetic
transition is shifted to lower temperature of 2.6K and the corre-
sponding " peak is broadened and also shifted to same lower
temperature. This is usual for a type-Il superconductor. At 10kOe
DC field neither 5/ nor / show any transitions, indicative of rapid
suppression of superconductivity.
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Figure 3. AC susceptibility x(T) behavior of the Bi4O,S; sample
at frequency 1 kHz and AC drive amplitude 100e under various
(0, 5, 10kOe) DC applied fields.

Figure 4 shows the isothermal MH curve of the sample at 2K
up in an applied field of 3kOe. Upper inset of the figure shows the
same up to 1kOe. The MH curve (lower inset) shows that the ini-



tial flux penetration and the deviation from linearity marks lower
critical field (Hc;) of this compound ~15 Oe (at 2K). Wide open
MH loop of the studied Bi,O,S; compound demonstrates bulk
superconductivity.
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Figure 4. Isothermal magnetization with field (MH) at 2K in an
applied field up to 3kOe. Insets of the figure show the same in
smaller field ranges. H¢; (2K) is estimated to be 150e.

Figure 5 depicts the resistivity versus temperature (p-T) meas-
urement with and without applied magnetic field. The resistance
of the sample decreases with temperature and confirms supercon-
ductivity with onset T, ~4.4 K. The normal state conduction is of
metallic type and a T fitting is found to be inappropriate implying
non-Fermi liquid behavior. With applied field of 1, 2 and 5kOe,
the T, (p = 0) decreases to 3.2, 2.7 and 2K. With further higher
fields of 10 and 20kOe, the T, (p = 0) state is not observed and
only T, (onset) is seen. As sketched in Figure 5, we have estimat-
ed upper critical field H, (T) by using the conservative procedure
of intersection point between linear slope lines of normal state
resistivity and superconducting transition line. While the applica-
bility of WHH (Werthamer-Helfand-Hohenberg) approximation
can be debated in this new superconductor, a simplistic single
band extrapolation leads to H.,(0) (= - 0.69 T, dH,/dT|.) value of
31kOe. From this the Ginzburg-Landau coherence length
E(=(2.07x1077/2 7 Hep)Y?) s estimated to be ~100 A.
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Figure 5. Resistivity vs. temperature (p-T) behavior of Bis04S;
in various applied fields of 0, 1, 2, 5, 10 and 20kOe in supercon-
ducting region; inset shows the zero field p-T in extended temper-
ature range of 2-150K.

A strong magneto-resistance in the normal state is also seen

that can possibly be ascribed to reasons similar to extra Mg impu-
rity in MgB;, i.e. due to Bi impurity in the matrix or due to multi-

band nature of this superconductor. It is predicted by the theoreti-
cal calculations that superconductivity in BiS, layers is of multi-
band type®. In Figure 6 we plot the Hall resistivity as a function
of magnetic field at 10K. The dominance of electronic charge
carrier in normal state conduction mechanism is confirmed.
Strong non-linearity is observed with increasing magnetic field
that is suggestive of the relevance of multiband analysis.

The Hall coefficient [Figure 6 Inset (a)] is field dependent and
the carrier concentration at low field is estimated to be ~1.53x10"°
per cm® at 10K that increases to ~2.4x10%° per cm® at 300K. An
appreciable magneto-resistance in the normal state is also seen.
This can simply can be ascribed to Bi impurity in the matrix. But
more exotic theories based on multi-band features can also be
invoked?.
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Figure 6. Hall resistivity is plotted as a function of magnetic
field at T = 10K. Inset (a) shows variation of Hall coefficient as a
function of field. Inset (b) shows normalized magneto-resistance
at 5K, implying non- H? dependence.

In the inset (b) of Figure 6, we show Ap (H)/p(0) versus H? at
5K for fields up to 20kOe. One of the established features of
multiband superconductivity is the dependence Ap(H) < H?in
low field range. Evidently, in this regime, this dependence is not
seen. Taken in totality, we can conclude that while our Hall resis-
tivity data demand incorporation of multiband analysis, the mag-
neto-resistance aspects in Bi;O4S; could be due to Bi impurity.

In conclusion we have synthesized the new layered sulfide
Bi,0,S3 superconductor and established its bulk superconductivi-
ty by magnetization and transport measurements. Detailed
Reitveld analysis determines the molecular composition as
Bi30;S,,5. The coherence length is estimated to be ~100A. A
departure from strong electron-electron correlation in the normal
state is indicated. The Hall resistivity yields non-linear magnetic
field dependence that is suggestive of multiband superconductivi-

ty.
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Using high resolution neutron diffraction and capacitance dilatometry we show that the thermal
evolution of the helimagnetic state in CoMnSi is accompanied by a change in interatomic distances of
up to 2%, the largest ever found in a metallic magnet. Our results and the picture of competing exchange

and strongly anisotropic thermal expansion that we use to understand them sheds light on a new

mechanism for large magnetoelastic effects that does not require large spin-orbit coupling.

DOI: 10.1103/PhysRevLett.104.247202

Most materials change shape in a magnetic field.
Usually the effect, and the so-called magnetoelastic inter-
action from which it derives are small, especially away
from a phase transition. However, large magnetoelastic
interactions are crucial to a range of new, technological
materials in which multiple order parameters exist simul-
taneously and are coupled. These include ferromagnetic
shape memory materials [1], multiferroics [2], and mag-
netic refrigerant materials [3]. Despite their relevance,
atomically resolved observations of large magnetoelastic
effects within a given crystal structure are very rare.

Giant magnetoelastic coupling was recently observed in
multiferroic hexagonal manganites [2], where it is 2 orders
of magnitude larger than in any other magnetic material. In
those compounds it is believed to be central to magneto-
electric coupling and multiferroicity and is thought to
arise, unusually, from strongly varying exchange interac-
tions where the coordination of Mn atoms in MnOjs trigo-
nal bipyramids removes the orbital degeneracy and Jahn-
Teller mechanism typically found in MnOg-derived struc-
tures. Here we show that exchange-derived giant magne-
toelastic interactions are not limited to multiferroic oxides,
but may be much more general, if one examines materials
that possess competing exchange interactions relieved by
temperature or applied field. The system we study is
CoMnSi, a metallic antiferromagnet.

We previously observed a large magnetocaloric effect
(MCE) in CoMnSi, a metamagnet that has a field- and
temperature-induced transition from a low temperature,
noncollinear incommensurate helical antiferromagnetic
(AFM) state to a high magnetization state [4]. CoMnSi is
structurally similar to MnP, a system in which the
field dependence of noncollinear magnetic states has
been well studied [5] and in which a rare Lifshitz tricritical
point is seen [6]. However, the similarity of the magnetic
structures in MnP and in CoMnSi is not so well known, due
to a lack of single crystals and of temperature-dependent
neutron diffraction data. Here we focus on the isostructural
evolution of the crystal lattice within the helical ground
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state of CoMnSi. We show that, within the AFM state and
well below the zero-field Néel temperature there is a giant,
and opposing, change in the two shortest Mn-Mn distances,
of around 2%. This change has two consequences. First, it
brings about an Invar-like effect in sample volume in zero
magnetic field. Second, it couples strongly to the suppres-
sion of helimagnetism in finite magnetic fields and brings
about a tricritical point, with enhanced magnetocaloric and
magnetostrictive effects.

The samples that we study here were formed by comelt-
ing appropriate amounts of high purity elements under
argon in an induction furnace, followed by postannealing
and slow cooling. Details are given elsewhere [4].
Magnetic measurements in fields of up to 9 Tesla were
performed on polycrystalline samples with a Cryogenic
Ltd. vibrating sample magnetometer (VSM). Structural
characterization was carried out in up to three ways.
First, we conducted a Rietveld refinement of data from
room temperature x-ray diffraction using Cu-K « radiation.
Second, thermal expansion and magnetostriction were
measured with a miniature capacitance dilatometer [7]
using polycrystalline pieces cut to have at least one flat
face. The Cryogenic Ltd. superconducting magnet and
cryostat were used in this experiment. Third, on two
samples neutron diffraction was carried out at the time-
of-flight high resolution powder diffractometer (HRPD) at
ISIS, U.K. This instrument has a resolution of Ad/d ~ 1 X
10~* and was used at temperatures between 4.2 and 500 K.
X-ray diffraction at room temperature showed that all
samples were single phase to within experimental resolu-
tion. Structural refinements of these data agreed well with
neutron diffraction data results close to room temperature.
We therefore only discuss unit cell refinements where
obtained by high resolution neutron diffraction.

In Fig. 1 we show a measure of the zero-field thermal
expansion of the two samples involved in this study,
CoMnSi and Co 95Nig osMnSi, obtained using the HRPD
neutron diffractometer. For CoMnSi, the sample was
cooled down to 4.2 K and diffraction patterns were col-

© 2010 The American Physical Society
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FIG. 1 (color online). Thermal expansion € of CoMnSi and
Cog,95Nig gsMnSi along each crystal axis measured on powders
using HRPD. Lines are a guide to the eye. The largest change in
cell parameters, including an a axis NTE, occurs well below the
metamagnetic transition temperature 7. Bulk thermal expansion
of Cog 95Nij osMnSi measured using a dilatometer indicates that
our as-prepared ingots are textured along the a axis.

lected at 4.2 K, 50 K and then at 50 K intervals up to 500 K.
Then the sample was cooled down to 225 K and additional
patterns were collected at 225, 275, 315, 330, and 375 K,
resulting in 15 diffraction patterns. At each step the tem-
perature was equilibrated for 20 min and a total neutron
current of 75 uA was collected for each frame. Neutron
diffraction by Coy ¢5Nig 05 MnSi was conducted as follows:
at4.2 K, 100 K and then each 50 K up to 300 K with a total
neutron current of 75 A and in a second experiment at
other temperatures up to 500 K with 60 pA total neutron
current. We used the GSAS code [8] to perform a Rietveld
refinement of the crystal structure. From the resulting
lattice parameters thermal expansion €', defined as [[(T) —
I(T,)/1(Ty)] was calculated, with /(T) being one lattice
parameter at temperature 7" and Ty = 5 K.

The Néel transition in zero magnetic field is second
order, as evidenced by a broad peak in heat capacity
measurements occurs at 7, ~ 380 K [4]. For CoMnSi we
see that below T; there is a clear change in thermal expan-
sion, with the most distinctive feature being a large nega-
tive thermal expansion (NTE) along the a direction, as seen
from the negative values of €“(T). This NTE occurs be-
tween 4.2 and around 330 K and amounts to a shrinkage of
the a axis of almost 0.7%. Weaker features of opposite sign
were detected in the same temperature range along the b
and c axis yielding anisotropic, positive thermal expansion
of enhanced magnitude compared to a phonon-governed
process. It should be noted that the crystal symmetry does
not change over the whole measured temperature range.
The volume thermal expansion of a polycrystal can be
estimated by € + €’ + € and is also indicated in Fig. 1.
At around 250 K compensation of negative and positive
thermal expansion leads to near-Invar-like temperature-
independent behavior of the calculated volume expansion.
Above T, the expansion of CoMnSi is more Debye-like.

The second alloy that we examined with the HRPD,
Cog.95NiggsMnSi, also had a zero-field 7, ~ 380 K and
showed anisotropic thermal expansion similar to that of
CoMnSi, but with the main features shifted to lower tem-
peratures by about 70 K. We may therefore infer some
robustness to the anisotropic thermal expansion and a-axis
NTE of CoMnSi-based helimagnets.

We may also use the neutron diffraction data to track the
temperature dependence of all interatomic separations.
The separation of localized Mn moments and the amount
of intrinsic strain is believed to be very important to the
observed magnetic properties of CoMnSi-based systems:
for CoMnSi either a Néel transition or (in quenched mate-
rials) a spontaneous transition to a high magnetization state
has previously been observed, with zero-field literature
transition values varying by up to 200 K. We previously
demonstrated a correlation between these values of 7', and
the value of the a parameter found at 4.2 K, indicating the
presence of a critical a parameter for metamagnetism [4].
In this Letter we are able to demonstrate that the origin of
such sensitive metamagnetism is in fact a giant magnetoe-
lastic coupling, the largest yet seen in a metallic magnet. In
CoMnSi-based metamagnets, Mn carries the majority of
the magnetic moment [9] and plays the most important role
in determining magnetic properties. In both CoMnSi and
Cop 95NiposMnSi we observe a crossover of the two
nearest-neighbor Mn-Mn separations, labeled d, and d,
[see Fig. 2(c)] which occur in the same temperature range
as the pronounced a direction NTE, well below T,. Both
separations change, in opposite senses, by between 1% and
2%. We may reasonably assume that such a drastic change
in the local Mn environment acts as a precursor to the
metamagnetic phase transition and that the critical a pa-
rameter we found previously was a signature of this phys-
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FIG. 2 (color online). Temperature variation of Mn-Mn
nearest-neighbor distances d; and d, in CoMnSi (a) and
Cog,95Nip osMnSi, (b) from HRPD. As with a(T), the fastest
variation of d; and d, occurs well below T,. The crystallographic
positions of d; and d, are shown in (c), together with the closest
commensurate version (for clarity, as modeled later) of the
helical spin structure adopted by Co and Mn [9]. Three unit
cells are shown in the ¢ direction, drawn using VESTA [10].
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ics. We leave the temperature dependence of the magnetic
propagation vector to future studies as it lies outside the
low-angle limit of HRPD.

We previously observed that in a magnetic field the Néel
transition becomes a metamagnetic one to a high magne-
tization state at temperature 7,. As the applied field is
increased 7, decreases sharply before going through a
tricritical point where the onset of a finite latent heat and
enhanced magnetocaloric effects are observed [11]. We
can observe the change in a during this field-induced
transition by measuring the forced magnetostriction of
Cog.95Nip osMnSi samples. We chose samples that were
given an a-direction texture by the rf field during forma-
tion. Such texturing is seen from a comparison of
bulk thermal expansion data taken with the dilatometer
with that from HRPD on powder (see Fig. 1). In Fig. 3
we show both the magnetization and the magnetostriction
of Cog 95NijosMnSi as a function of applied field at differ-
ent temperatures. Magnetostriction is defined here for
a polycrystal as AV =T[1(H) — I(H = 0)/I(H = 0)],
where Al means the strain measured parallel to the applied
magnetic field and A+ perpendicular to it. We see the same
tricritical point in both signals, as given by the onset of
hysteresis. Given the correlation between a-axis NTE and
the giant change in d; and d, we would expect that the
field-induced change in d; and d, also becomes first order
at this point. Tricriticality occurs at a critical field of
~2 Tesla, or at around 200 K and this temperature is
relatively close to completion of the crossover in d; and
d, shown in Fig. 2. We may thus assume that tricriticality

100
2 80 -
=<
E 60*
< 40

FIG. 3. (a) Isothermal magnetization of bulk Cog 95Nig o5sMnSi.
(b) Transverse magnetostriction of a textured polycrystal of the
same material. Magnetostriction is dominated by the a-axis
texture of the sample (see Fig. 1). The onset of tricriticality is
marked by an increase in both magnetostriction and the peak
MCE (c).

occurs when the applied field drives 7, low enough to
couple to the giant underlying change in d; and d,.
Neutron studies are planned to explore this hypothesis.

Further evidence for such a conjecture is provided by
using the above magnetization measurements to calculate
the MCE in both CoMnSi and Coy ¢5Nig osMnSi shown in
Fig. 3(c). We see an enhancement of peak isothermal
entropy change associated with the metamagnetic transi-
tion once the system goes through its tricritical point. This
feature again coincides with the temperature of maximal
zero-field variation of (7). Entropy changes here are
calculated from isothermal magnetization curves using a
Maxwell relation as in [4] after confirming the reversibility
of the metamagnetic phase transition.

We may explain our findings and their relevance by
examining structural and magnetic data on other CoMnX
materials in the same space group (X = P, Ge). The de-
tailed temperature variation of Mn-Mn separations is miss-
ing from previous studies, but for our purpose we may
examine trends that link materials characterized at room
temperature. In Fig. 4 we show the values of d;, d, and the
unit cell parameters found in literature studies of CoMnP,
CoMn(Si,Ge), and CoMnGe [4,12-14]. On increasing the
size of the p-block element, both the b and ¢ parameter
increase while the a parameter decreases. More notably we
see a crossover in d; and d, that occurs near to the lattice
dimension of CoMnSi, where the collinear ferromagnetism
found in CoMnP and CoMnGe gives way to noncollinear
antiferromagnetism. We note that d; has the stronger
variation and may be the more important parameter. The
plot shows that other materials in the space group, if
engineered to give similar values of d, and d,, may possess
the same competing exchange, giant magnetoelastic cou-
pling, and tricritical metamagnetism as found in CoMnSi.
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FIG. 4 (color online). A comparison of CoMnX (X = P, Si,
Ge). (a) and (b) show literature-derived lattice parameters and
dy, d, at 300 K as a function of average p atom size [4,12—14]. In
(c) we show the electronic densities of states (DOS) majority
(upper figure) and minority (lower figure) spins near the Fermi
energy, Ey calculated for a ferromagnetic (FM) ground state. In
(d) we see that the calculated DOS at E of noncollinear AFM
CoMnSi is lower than that of a fictitious FM ground state.
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The fact that exchange competition drives large magne-
toelastic coupling is unusual. We believe that the large
magnetoelastic coupling found here is the result of a close
competition between the relevant Mn-Mn and Mn-Co ex-
change interactions, and the energetic proximity of ferro-
magnetic, or low-¢g spin configurations that correspond to
quite different Mn-Mn separations. To demonstrate the
origin of the noncollinear AFM state and its energetic
relation to ferromagnetic (FM) spin arrangements we
have undertaken electronic structure calculations with the
VASP code, based on density-functional theory (DFT) [15].
Details of the calculation are given elsewhere [16]. For a
collinear FM state, we find that the calculated site-
projected magnetic moments, together with the total mag-
netic moment per formula unit are fairly independent of the
nature of the p-block atoms and are in accordance with the
experimental findings by neutron diffraction in the cases of
ferromagnetic CoMnP and CoMnGe [17,18]. On the other
hand, for CoMnSi a FM ground state gives My, = 2.88up
which overestimates the magnetic moment of the true
noncollinear state (My, ~ 2.2up [9]). Importantly we
find no orbital contribution to the magnetic moment, and
this confirms the simple picture of Mn being in a d°
(Mn?") state giving rise to zero orbital angular momentum,
if Hund’s rule of maximum multiplicity is applied and each
d level is singly occupied. We therefore believe the spin-
orbit contribution to magnetoelastic coupling is much
weaker than that due to exchange competition.

The calculated density of states (DOS) near the Fermi
level of a collinear FM state are shown in Fig. 4 for
CoMnX. A valley with an energy minimum at the Fermi
level is observed for CoMnP in both minority and majority
spins. The calculated total density of states [N, (Ep) =
N; + N,] for CoMnP (1.7 states/eV/f.u.) and for CoMnGe
(5 states/eV/f.u.) is considerably lower than 9 states/
eV/f.u. found for CoMnSi when forced to be ferromag-
netic. In the latter case, the high number of states makes
ferromagnetism unstable and promotes a noncollinear
AFM arrangement as was reported earlier in similar Mn-
based orthorhombic systems [19,20]. This stability argu-
ment may be understood from either a Stoner viewpoint,
whereby a magnetically ordered state is favored by the
reduction of DOS at the Fermi energy, or as an extension of
the picture in covalently bonded materials, where stability
is found by maximally occupying the electronic bonding
states. We find direct evidence for such a lowering of
No((Er) in the AFM case by also calculating the DOS of
a commensurate [q = (0,0, 1/3)] version of the helical
magnetic structure found in CoMnSi (See Fig. 2 and
Ref. [9]). The Mn states are less split by exchange in the
noncollinear AFM state, as indicated by the partial density
of states plots (PDOS, not shown here). The reduced
exchange in this state shifts the steep valley seen in N
at ~0.5 eV to the Fermi level, stabilizing noncollinear
AFM, as seen in Fig. 4. A change in temperature or applied
field is sufficient, however, to bring about a change in
magnetic structure and hence atomic separations.

In summary, we have shown that in materials with a
composition close to CoMnSi there is giant magnetoelastic
coupling evidenced by a crossover in nearest Mn-Mn
separations. In particular, the nearest neighbor separation
can change by up to 2%, away from the helimagnetic Néel
temperature. We have shown that this coupling is the
precursor to a metamagnetic tricritical point with enhanced
magnetostrictive and magnetocaloric effects. While this is
the largest magnetoelastic coupling seen in a metallic
magnet, it should be possible to engineer materials of
different compositions that have the same structural insta-
bility due to highly sensitive noncollinear AFM ordering.
Future experiments will examine the magnetic field depen-
dence of Mn-Mn separations and the magnetic structure.

We thank M. Avdeev, R. Bali, L. Cohen, and K.
Morrison for useful discussions, K. Roberts for help with
sample preparation, and G. G. Lonzarich for use of sample
synthesis facilities. A. B. would like to thank EPSRC and
Camfridge Ltd. for financial support. K.G.S. acknowl-
edges financial support from The Royal Society. The re-
search leading to these results has received funding from
the European Community’s 7th Framework Programme
under grant agreement No. 214864, as well as The
Newton Trust and The Leverhulme Trust. Computing re-
sources provided by Darwin HPC and Camgrid facilities at
The University of Cambridge and the HPC Service at
Imperial College London are gratefully acknowledged.

[1] A.N. Vasil’ev et al., Phys. Rev. B 59, 1113 (1999).
[2] S. Lee et al., Nature (London) 451, 805 (2008).
[3] O. Tegus et al., Nature (London) 415, 150 (2002).
[4] K.G. Sandeman et al., Phys. Rev. B 74, 224436 (2006).
[5] M.S. Reis et al., Phys. Rev. B 77, 104439 (2008).
[6] C. Becerra et al., Phys. Rev. Lett. 44, 1692 (1980).
[7]1 M. Rotter et al., Rev. Sci. Instrum. 69, 2742 (1998).
[8] A.C. Larson et al., Los Alamos National Laboratory
LAUR Report No. 86-748, 1994.
[9] S. Niziot et al., Phys. Status Solidi A 45, 591 (1978).
[10] K. Momma and F. Izumi, J. Appl. Crystallogr. 41, 653
(2008).
[11] K. Morrison et al., Phys. Rev. B 79, 134408 (2009).
[12] D. Fruchart, M. Bacmann, and Paul Chadouet, Acta
Crystallogr. Sect. B 36, 2759 (1980).
[13] S. Niziol, R. Fruchart, and J. P. Senateur, J. Magn. Magn.
Mater. 15-18, 481 (1980).
[14] S. Niziot et al., J. Magn. Magn. Mater. 27, 281 (1982).
[15] G. Kresse and J. Furthmiiller, Phys. Rev. B 54, 11169
(1996).
[16] Z. Gercsi and K. G. Sandeman, arXiv:1003.5193.
[17] S. Fujii et al., J. Phys. F 18, 971 (1988).
[18] S. Kaprzyk and S. Niziot, J. Magn. Magn. Mater. 87, 267

(1990).

[19] B. Sredniawa et al., J. Alloys Compd. 317-318, 266
(2001).

[20] R. Zach et al., J. Phys. Condens. Matter 19, 376201
(2007).

247202-4


http://dx.doi.org/10.1103/PhysRevB.59.1113
http://dx.doi.org/10.1038/nature06507
http://dx.doi.org/10.1038/415150a
http://dx.doi.org/10.1103/PhysRevB.74.224436
http://dx.doi.org/10.1103/PhysRevB.77.104439
http://dx.doi.org/10.1103/PhysRevLett.44.1692
http://dx.doi.org/10.1063/1.1149009
http://dx.doi.org/10.1002/pssa.2210450231
http://dx.doi.org/10.1107/S0021889808012016
http://dx.doi.org/10.1107/S0021889808012016
http://dx.doi.org/10.1103/PhysRevB.79.134408
http://dx.doi.org/10.1107/S0567740880009910
http://dx.doi.org/10.1107/S0567740880009910
http://dx.doi.org/10.1016/0304-8853(80)91140-3
http://dx.doi.org/10.1016/0304-8853(80)91140-3
http://dx.doi.org/10.1016/0304-8853(82)90087-7
http://dx.doi.org/10.1103/PhysRevB.54.11169
http://dx.doi.org/10.1103/PhysRevB.54.11169
http://arXiv.org/abs/1003.5193
http://dx.doi.org/10.1088/0305-4608/18/5/014
http://dx.doi.org/10.1016/0304-8853(90)90759-J
http://dx.doi.org/10.1016/0304-8853(90)90759-J
http://dx.doi.org/10.1016/S0925-8388(00)01346-3
http://dx.doi.org/10.1016/S0925-8388(00)01346-3
http://dx.doi.org/10.1088/0953-8984/19/37/376201
http://dx.doi.org/10.1088/0953-8984/19/37/376201

PHYSICAL REVIEW B 77, 224440 (2008)
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The ferromagnetic shape-memory alloy of nominal composition Ni;Mn; 365n ¢4 has been investigated by
electronic transport and magnetic studies. The thermoelastic martensitic transition is strongly influenced by the
applied magnetic field as observed in our resistivity and magnetization measurements. The field-cooled and the
zero-field-cooled resistivities show large divergence below the transition temperature. It is evident that the field
cooling through the martensitic transition produces a fraction of arrested austenitic phase, which persists even
down to the lowest temperature of measurement. The field-cooled resistivity shows large relaxation signifying
the nonequilibrium character of the state. The close interplay between magnetization and the structural phase
of the sample plays important role toward the formation of this undercooled arrested state. A parallelism is
drawn between the field-induced anomalies observed in the present shape-memory alloy and some manganites

showing insulator-metal transition.

DOI: 10.1103/PhysRevB.77.224440

I. INTRODUCTION

The coupling between magnetic and structural degrees of
freedom in a solid can lead to intriguing physical properties,
which have immense importance both from fundamental and
technological point of views. In case of many intermetallic
alloys and compounds, magnetic field-induced structural
transition is responsible for various functional behaviors
such as giant magnetocaloric  effect,!  colossal
magnetostriction,”>  magnetic  superelasticity,>*  giant
magnetoresistance®’ etc. Some striking properties of the per-
ovskite based manganese oxides also originate from magne-
tostructural instabilities.® As a result of the first-order nature
of the transition, metastable states are formed,” and the Sys-
tem can show fascinating dynamics resulting from the com-
petition between thermal and magnetic energies. Considering
the growing interests in various systems showing magneto-
structural instabilities, it is pertinent to understand the ther-
momagnetic behavior of systems with such competing inter-
actions.

Heusler based ferromagnetic shape-memory alloys
(FSMAs)!'9 are interesting biferroic materials showing both
ferroelasticity (development of spontaneous strain) and fer-
romagnetism (development of spontaneous magnetization).
Recently, Ni,Mn,,,Sn,_, based FSMAs have attracted con-
siderable attention due to their remarkable magnetofunc-
tional properties such as shape-memory effect, inverse mag-
neto caloric effect, and giant magnetoresistance around the
martensitic transition (MT).!""'* These are primarily related
to the field-induced structural transition, which has been con-
firmed by x-ray diffraction experiment.'* Application of
magnetic field near MT induces a reverse transition, where
the martensitic fraction transforms into austenite. This tran-
sition was found to be highly irreversible in most of the
Ni,Mn;,,Sn,_, alloys i.e., one cannot recover the trans-
formed fraction by simply withdrawing the field. Recently,
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we observed interesting refurn point memory effect in
Ni,Mn, ,Sn, ¢ arising from the field arrested austenite state.'?
Formation of a field-induced low-temperature glassy mag-
netic state has been reported for the isostructural indium
alloy.”” Evidently, these materials are an ideal system for
studying the effect of H and T variation across the MT. The
present investigation was performed on the polycrystalline
sample of nominal composition Ni,Mn;3,Sng¢, and it is
mainly based upon the detailed magnetotransport studies on
the alloy. Ni,Mn; 34Sn, ¢4 contains less manganese than our
previously studied sample Ni,Mn; 4Snye and it has much
lower value of the martensitic transition temperature. We ob-
serve intriguing history dependence with respect to the pa-
rameters, H and 7, manifesting magnetically arrested states,
which posses a remarkable resemblance with some mangan-
ites showing first-order insulator-metal transition.

II. EXPERIMENTAL DETAILS

The polycrystalline sample of  composition
Ni,Mn; 3¢Sng ¢4 was prepared by argon arc melting and sub-
sequent annealing. The room-temperature powder x-ray dif-
fraction pattern confirms that the material is a single-phase
alloy with L2; cubic structure having lattice parameter, a
=5.99 A. The magnetization (M) was measured by Quan-
tum Design SQUID magnetometer (MPMS 6, Ever-cool
model). The resistivity (p) was measured using a commercial
cryogen free high magnetic-field system from Cryogenic
Ltd., U.K. in the temperature (7) range 5-300 K and in pres-
ence of magnetic field 0-90 kOe. The sample space of the
system is always filled up with He exchange gas for good
thermal stability and the temperature fluctuation was less
than 20 mK during the isothermal measurements.

III. RESULTS

Figure 1 shows the p versus 7 data recorded at O and 50
kOe of field with different protocols. In the zero-field data

©2008 The American Physical Society
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FIG. 1. (Color online) Resistivity as a function of temperature at
zero field (filled circles) and 50 kOe field (open circles) for both
cooling and subsequent heating sequences. The dashed line indi-
cates resistivity measured by heating the sample at 50 kOe of field
after the sample being zero-field-cooled down to 5 K. The inset
shows the resistivity at 123 K for both field increasing and decreas-
ing branches.

(filled circles), clear thermal hysteresis is observed between
the heating and cooling measurements in the range 35-155
K, signifying the first-order MT in the alloy. For an applied
magnetic field (H) of 50 kOe, the field cooling and subse-
quent field-heating data (open circles) show similar thermal
hysteresis, however, now the high-7 end point of the loop is
shifted to lower temperatures along with the lowering of the
magnitude of p. This is related to the field-induced transition
near the magnetostructural instability and gives rise to mag-
netoresistance (MR) as large as —30%. Notably, p(T) (open
circles) measured in H=50 kOe during field cooling and
field heating do not approach the zero-field data (filled
circles) below the MT, rather they remain well below in mag-
nitude and run parallel to the zero-field data and considerable
MR (—=12%) is observed down to the lowest temperature of
measurement. The MR arising from the magnetostructural
transition is likely to be observed in the vicinity of the MT.
However, for the present sample, it appears that the reduced
value of p in presence of H is carried over well below the
region of thermal hysteresis. This is a magnetothermal arrest
of the low-p phase, which remains arrested even when the
sample is cooled below the MT and subsequently heated
back in field. Now let us look at the zero-field-cooled but
field-heating data (dashed line), where the sample was heated
from 5 to 300 K in H=50 kOe after being zero-field-cooled
to 5 K. Here, p(7T) is almost same to that of the zero-field run
below the MT, decreases considerably as it enters into the
region of thermal hysteresis and then above the MT, it again
approaches the zero-field data. We therefore observe a large
deviation between the field-cooled field-heating (open
circles) and zero-field-cooled field-heating (dashed line) data
measured at H=50 kOe. The deviation starts to emerge from
90 K, which is well inside the region of thermal hysteresis.

We have recorded isothermal p versus H data at 123 K
(inset of Fig. 1), where a clear irreversibility is observed
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FIG. 2. (Color online) (a) Resistivity recorded while heating in
(i) zero field after being zero-field cooled, (ii) zero field after being
field cooled in H=50 kOe and (iii) 50 kOe after being field-cooled
in H=50 kOe. (b) Magnetization recorded while heating in (iv) 50
kOe after being field cooled in 50 kOe, (v) 100 Oe of field after
being field cooled in H=50 kOe (vi) 100 Oe of field after being
field cooled in 100 Oe.

between the field increasing and decreasing branches. The
application of field brings down p, however, when the field is
ramped down to zero, p remains arrested in its low value
state. The irreversibility in p(H) is actually the manifestation
of irreversibility of the magnetostructural transition of the
sample. The observed anomaly in the field-cooled p versus T’
emerges out of this field induced arrest of the low-p state,
which remains arrested even when the sample is cooled
down to 5 K.

In order to shed more light on this interesting thermomag-
netic behavior, we collected heating p(T) and M(T) data with
different protocols as depicted in Fig. 2. p(T) was recorded
in varied conditions, such as (i) zero-field-cooled (ZFC) and
then zero-field heating, (ii) field-cooled (FC) in H=50 kOe
and zero-field heating, (iii) cooled in H=50 kOe and heating
in 50 kOe. Starting from the lowest T, curve (iii) remains
well separated from curve (i), which is the effect of field
cooling across the magnetostructural transition. If we look at
curve (ii), it also remains well below curve (i) [rather close to
curve (iii)] at the lowest temperature. However, above about
10 K (see the inset for a zoomed view), it starts to approach
curve (i) and eventually joins up with it above 50 K. It de-
picts that the field cooling produces a nonequilibrium state
which persists even when the field is removed at the lowest
temperature, nevertheless it tends to the equilibrium ZFC
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FIG. 3. (Color online) Field cooling and field-cooled heating
resistivity data measured at different applied fields. The inset shows
the area of the thermal hysteresis loops as a function of H.

state once we increase the temperature. Interestingly, curve
(ii) shows an exponential behavior as it approaches curve (i)
[a fitted line is shown in the inset of Fig. 2(a)], with an
empirical law of temperature dependence: p(T)=A—-B exp(
—T/T,), here A, B, and T, are fitting parameters. Our fitting
to the data gives T, to be 12 K, which is very close to the
temperature from where curve (ii) starts to rise. This shows
that field cooling in 50 kOe produces a metastable state
which is separated from the equilibrium state by a barrier of
height of about 12 K.

The magnetization data also show similar field-cooling
effect. In Fig. 2(b), curves (iv) and (v) are measured while
heating in H=50 kOe and 100 Oe, respectively, after both
being field-cooled in 50 kOe. In case of curve (vi), the
sample was field cooled in 100 Oe and M(T) was measured
in 100 Oe during heating. Therefore, the magnetization
curves (iv), (v), (vi) are equivalent to the resistivity curves
(iii), (ii), (i), respectively, except only the fact that instead of
zero field, M was measured in a low field of 100 Oe. We find
strong effect of field cooling, as the curves (v) and (vi) differ
from each other. The difference is maximum at the lowest
temperature, but as the sample is warmed up, curve (v) ap-
proaches curve (vi), signifying the unblocking of the field
arrested state under heating in low field (100 Oe).

Figure 3 shows p(7) measured at different fields with hys-
teresis loops consisting of field-cooling and field-heating
branches. Our p(7T) measurement up to the field strength of
90 kOe indicates that thermally driven MT survives till such
a high field, but it is strongly modified by the metamagnetic
transition. Grossly, the loop shifts to lower T with increasing
H. MT is characterized by four temperatures, namely Mg,
M - while cooling, and Ag and A, while heating. Martensite
starts to develops from Mg and the transition completes at
M. Similarly, Ag and A signify austenite start and finish
temperatures, respectively, while heating. Roughly, M and
Ap are low-T and high-T end points of the hysteresis loop,
while M is the minimum point and Ay is the maximum point
in the T-decreasing and T-increasing branches (marked in
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FIG. 4. The H-T phase diagram of the sample for cooling and
heating in a field H. Here, A denotes the high-temperature phase,
M is the martensite phase, and .4’ is the field arrested undercooled
austenite phase. The stripes (between Mg and M in case of cooling
and between Ay and Ay in heating) denote the region of thermoelas-
tic martensitic transition.

Fig. 1) of the p versus T data. With the application of H, M
shifts to lower T and for 0 to 90 kOe of field change, AM
=33 K. Similarly, we observe AAp=30 K. M and Ay re-
main almost constant under an applied magnetic field. The
magnitude of p gets suppressed below Ap under H and the
hysteresis loop becomes fatter but shorter with increasing H.
Interestingly, the area under the thermal hysteresis loops re-
main almost constant for different applied fields (see inset of
Fig. 3).

It is clear from the previous data that the field cooling
produces a state with lower p and higher M than the ZFC
state. The sample has been reported to show martensite to
austenite transformation under H. Considering the fact that
austenite is electrically less resistive and having higher mag-
netic moment than martensite, the field cooling through MT
actually produces some austenite fraction, which survives
even when the sample is cooled below the martensite finish
temperature, Mr. As a result, the FC resistivity decreases
with increasing field, signifying the development of more
and more arrested austenite fraction with increasing H. Fig-
ure 4 shows the H-T phase diagram of the sample for cooling
and subsequent heating in a field H. In the cooling data, the
line My separates the pure austenite and the low-temperature
mixed phase occurring due to the thermoelastic MT. The line
M, which indicates the end of thermoelastic transition, is
found to be insensitive to the cooling field. Below this line,
the arrested austenite (A’) is indicated by shades, which in-
creases with increasing H. On the heating H-T diagram [Fig.
4(b)], the existence of the arrested austenite, A’ is indicated
below the starting point of the thermoelastic transition, Ajg.
We observe that unlike My and Ap, the characteristic tem-
peratures Ag and M hardly change with changing field. This
is possibly due to the fact that the effect of H is to create
arrested austenite out of metastable martensite only, and the
martensite phase is metastable between the temperatures M
and Ap.

A metastable state is defined as a state corresponding to
the local minimum in the free-energy configuration separated
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FIG. 5. (Color online) (a) The upper panel depicts normalized
resistivity as a function of time at 60 K. The relaxation measure-
ments were performed after the sample was field cooled in a par-
ticular field Hpc down to 5 K, heated back to 60 K, and then
removing the field Hpc. The solid lines are the logarithmic fit to the
data. (b) Relaxation of resistivity at 60 K for two different proto-
cols, namely FC, where the sample was field cooled in H
=50 kOe down to 5 K, heated back to 60 K and relaxation was
measured by removing the field, and ZFC, where the sample was
zero-field-cooled down to 5 K and at this temperature 50 kOe of
field was applied and the sample was allowed to heat up to 60 K,
and then the relaxation was measured by removing the field.

by an energy barrier from the equilibrium state. For T#0,
the thermal energy can assist the system to evolve into the
equilibrium configuration. It is therefore interesting to see
how the resistivity in the arrested FC state relaxes with time
(¢). Figure 5(a) depicts the relaxation of p as a function of
time at 60 K. The sample was field cooled to 5 K in H
=Hp, heated back to 60 K in the same field and then p was
measured as a function of time after the removal of the field
Hpgc. Once the field is removed, p quickly attains a value
close to the zero-field resistivity, py— [curve (i) of Fig. 2].
On the heating branch, 60 K is a temperature that is too high
to keep the austenite arrested completely. After that it slug-
gishly increases toward ppy-, with 7. We measured p(r) for
about 8000 s, and a reasonably large relaxation in p was
observed (about 2.1% for Hp-=70 kOe). In our measure-
ment, =0 denotes the time when the field is completely
removed. In all cases p increases with ¢ and it asymptotically
approaches the zero-field value. The sluggish rise of p for ¢
>0 depends strongly upon Hp, and it is clearly seen that the
relaxation is more prominent for higher Hpc. This is not
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surprising because a higher value of Hyc will create a higher
fraction of arrested metastable state. At zero applied field, the
sample does not show any relaxation due to the absence of
field-induced metastability. We observe a logarithmic evolu-
tion of p with time: p(7)/ p(t=0)=1+S5, In(¢/1,), where t, and
S, are the fitting parameters [solid lines in Fig. 5(a)]. A loga-
rithmic relaxation of physical parameters is well established
and it can happen due to the thermal excitation of the system
across the distribution of energy barriers.'® The coefficient of
the logarithmic term, S, increases sharply with increasing
Hpc.

One can argue that the observed relaxation is simply due
to the finite reaction time of a ferromagnetic sample such as
Ni,Mn; 3¢Sng ¢4 to the removal of a magnetic field. In order
to rule out the possibility, we measured the relaxation of p at
60 K after removing the field (50 kOe) for both FC and ZFC
protocols [see Fig. 5(b)]. In case of FC, the sample was
field-cooled in 50 kOe down to 5 K and heated back to 60 K
in field, while in ZFC case, the sample was zero-field-cooled
down to 5 K, 50 kOe field was applied and then heated back
in field to 60 K. Clear signature of relaxation is observed in
case of FC state, while for the ZFC case, the relaxation is
insignificant. It signifies that the field cooling through the
MT has distinctive effect on the electronic state of the sys-
tem. A mere application of field below 60 K on the ZFC state
cannot produce the nonequilibrium state, which can relax
with time.

IV. DISCUSSION

The present system is an interesting example where we
observe a mutual coexistence of thermally driven MT and
the field driven reverse transition, both first order in nature,
which together give rise to a complex H-T behavior. Similar
interplay between two orderings are observed in other sys-
tems such as multiferroic materials (ferromagnetic and
ferroelectric)!” and intermetallic alloy such as ZrZn,,'8
where superconductivity and ferromagnetism coexist. How-
ever, as far as the magnetothermal properties are concerned,
Ni,Mn, 34Sng ¢4 shows remarkable similarities with the man-
ganite compounds, (Nd,Sm) sSry sMnO;.%!° Here, the tem-
perature driven first-order ferromagnetic (FM) to charge-
order (CO) transition gets shifted to lower temperature with
the applied magnetic field, which signify a field-induced re-
verse CO to FM transition. Consequently, H tries to stabilize
the FM phase and a field-cooling through the first-order
CO-FM transition (which is also associated with a insulator-
metal transition) gives rise to metastable metallic FM frac-
tion below the region of thermal hysteresis (see Fig. 1 of Ref.
19) that persists down to the lowest temperature. The devel-
opment of this FM phase due to the field cooling in case of
(Nd,Sm) 5Sr; sMnOs is very similar to the development of
FC austenite phase in the present sample. The fraction of
metastable FM phase at low temperature increases with in-
creasing H and it was observed that beyond a certain value of
H (above 60 kOe for NdsSr;sMnOs), the CO state gets
completely molten. These manganite samples also show
similar thermomagnetic irreversibility between the FC and
ZFC measurements.?%?!

204440-4



THERMOMAGNETIC IRREVERSIBILITY IN Ni,Mn; 3,Sng g4...

The irreversibility between temperature dependence of FC
and ZFC magnetization is quite common in case of glassy
magnetic materials. This is attributed to the random freezing
of the spins during the zero-field-cooling. The ZFC state is a
nonequilibrium state and it approaches the FC state with time
[Mpc(t— ) =M pc].2? In contrary to this, the FC state is
found to be more metastable in case of Ni,Mn; 3551 ¢4 than
the ZFC one. As observed in Fig. 2, the FC p approaches the
ZFC p on the heating branch once the field is removed. This
is an example of reentrant transition, where by virtue of the
zero-field heating of the field-cooled state up to above MT, a
transition such as “arrested austenite” (A’)— “martensite”
(M)— “austenite” (A) occurs. The equivalent re-entrant
transition in (Nd, Sm), sSrgsMnQj is the collapse of the ar-
rested FM state into CO state on heating.

We observe strong time dependent effect of p in the FC
state, which is practically absent in the ZFC state. This evi-
dence of metastability of the FC state can be due to some
arrested austenite fraction, which gradually converts to mar-
tensite with time. Another likely source of this metastability
is the preferential nucleation of martensite under an applied
magnetic field. Recently, Aksoy et al.?® have reported the
result of their 7-dependent strain measurements in presence
of H in several Ni-Mn-X (X=1In,Sn,Sb,Ga) based FSMAs.
It is observed that during cooling through My in presence of
H, the martensite variants are grown with their easy axis of
magnetization directed along the direction of applied field.
However, growth is random when the sample is cooled in
zero field. The observed relaxation in the FC state of the
present sample can be related to this preferential nature of
the variant growth. When the field is removed below M, the
oriented variants tend to get randomized by the thermal en-
ergy with time. The randomized variants would offer more
resistance due to the enhanced scattering of electrons from
the interfaces and as a result a time dependent increase of
resistance is expected.

The thermal hysteresis observed in the present sample
around the MT is inherently related to the supercooling and
superheating of high-7" and low-T phases, respectively. In the
standard notation of first-order phase transition, the extent of
metastability is bound between the temperatures, 7°* and
T*.2* In case of MT, the temperatures M and Ay are equiva-
lent to 7" and T™, respectively. Below T%, the supercooled
state becomes unstable, and the system completely transform
into low-T phase. Similarly, above T™, the superheated state
cannot survive. In real system, the presence of disorder
and/or impurity can locally reduce the free-energy barrier,
causing the low-T (or high-T) phase to nucleate even above
T* while cooling (or below 7**while heating).?> Therefore,
one can have phase coexistence in the region of hysteresis.”
Polycrystalline sample such as Ni,Mn, 3,Sn, ¢4 is expected to
possesses disorder/defects, and it will have both high-T aus-
tenitic and low-7 martensitic phases in the region around MT
where the thermal hysteresis is observed. With increasing H,
p decreases (and simultaneously M increases) gradually, sig-
naling monotonic increase of austenitic fraction at the ex-
pense of martensite. This is quite different from the sharp
field-induced transition at a critical field in case of GdsGey,?
RCo, (R=rare earth) Laves phase compounds,?’ or B-site
doped Perovskite oxides.”® Possibly, in case of Mn-based
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Heusler alloys, the application of H in the region of transi-
tion, causes the free-energy barrier to decrease. The higher
the magnetic field, the effect on the free-energy barrier is
stronger, causing the development of more austenite by ther-
mal activation. In other words, the austenite does not equili-
brate with the sudden collapse of the barrier at a critical field.
In addition, disorder gives a spatial variation of the free-
energy profile, as a result, the threshold field for the marten-
site to austenite transition will vary over the sample. In ef-
fect, this will cause a gradual melting of the martensite with
increasing H.

However, the above picture of first-order phase transition
is inadequate to account for the complex H-T phase diagram
in Ni,Mn, 34Sn( 4. Considering the fact that 7" (or M) de-
notes the end point of metastability in the low-T side, one
would not expect the formation of arrested state well below
M . In addition, the Zeeman energy term (—MH) is too weak
to play a significant role for a large change in Mg under H.
We need to remember that in the present case the elastic
strain and magnetization are closely interconnected. Landau
free energy (F,) with biquadratically coupled order param-
eters has been used for magnetostructural transition in man-
ganites such as La;_,Sr,MnO; and Nd,sSrysMnO;.51%20 A
similar model can be appropriate in the present case, where

Fi=fo+ a(T-To)M?* + BM* = MH + o' (T - Ty)0” + B’ o*
+ 9 0+ \M?0?. (1)

Here, M and o (strain) are two order parameters correspond-
ing to second-order ferromagnetic transition and first-order
MT, respectively. The term AM>0? denotes the coupling be-
tween magnetic and elastic energies and —MH is the Zeeman
energy term. This free energy can bear the high-temperature
ferromagnetic ordering (at 7¢) and austenite to martensite
transition (at T;)). However, for suitable values of the coeffi-
cients, it can give rise to a first-order transition line, where
the free-energy minimum for the martensite is low enough
for structural ordering, and a metastable austenite (a metallic
ferromagnetic state in case of manganite) prevails down to
low temperatures.29 In the present case, this undercooled aus-
tenite phase might be primarily responsible for the lower p
and higher M in the field-cooled state of the sample.

In this connection, we would like to mention that the mar-
tensitic transition temperatures of Ni,Mn;, Sn;_, alloys de-
pend strongly on Mn concentration. It is believed that the
excess Mn (denoted by x) gives rise to some short-range
antiferromagnetic (AFM) correlations in the system and it
plays an important role for the structural instability.’" M
shifts to higher 7 by 80 K for x changing from 0.36 (present
sample) to 0.4. The x=0.4 sample also shows irreversibility
in the p (and also M) versus H behavior in the region of MT
due to field-induced transition, however, the presence of un-
dercooled austenite phase in the FC data down to lowest
temperature is absent here.'3 For x=0.4, the FC p approaches
to the ZFC p as the temperature is lowered below the M of
the sample. The MT occurs at much higher temperature in
case of x=0.4, and possibly in presence of thermal fluctua-
tions at relatively high 7, the undercooled austenite cannot
be stabilized here.
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V. SUMMARY AND CONCLUSION

We have investigated the metastability associated with the
structural transition in Ni,Mn; 34Sn( ¢4 by carefully control-
ling the parameters such as magnetic field and temperature.
The thermally driven martensitic transition is strongly influ-
enced by the applied magnetic field. We observe a remark-
able H-T phase diagram, where an undercooled austenite
phase exists down to the lowest temperature. We have
mooted the concept of coupled order parameter for the
present sample, which predicts an undercooled state in cer-
tain situations. A notable similarity is seen between the
present phenomenon with some manganites such as,
Nd 5Sr) sMnOs, showing first-order transition from ferro-
magnetic to charge-order state. The microscopic origin of the
magnetic and structural aspects in Heusler alloys and man-
ganites are quite different. The commonality in their bulk
properties possibly lies to the fact that a generic statistical
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model for magnetostructural transition with two competing
order parameters is obeyed by both the systems. It should be
borne in mind that both manganites and the present FSMA
are phase separated systems and AFM correlations play an
important role toward the structural instability in both the
systems.

The paramagnetic to FM and FM to CO transitions in
Nd, 551y sMnO5-derived compositions show strong hydro-
static pressure (P) effect. It can be equally interesting to
investigate the effect of P on the sample and construct the
P-T phase diagram, which will bring out correctness of the
coupled model and will through more light on the fate of the
metastable state under pressure.
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Manganese monophosphate MnP single crystal deserves attention due to its rich magnetic phase diagram,
which is quite different depending on the direction of the applied magnetic field. Generally speaking, it has a
Curie temperature around 291 K and several other magnetic arrangements at low temperatures (cone-, screw-,
fan-, and ferromagnetic-type structures). This richness is due to the strong magnetocrystalline anisotropy. In
this sense, the present paper makes a thorough description of the influence of this anisotropy on the magne-
tocaloric properties of this material. From a fundamental view we could point out, among those several
magnetic arrangements, the most stable one. On the other hand, from an applied view, we could show that the
magnetic entropy change around room temperature ranges from —4.7 to —3.2 J/kg K, when the magnetic field
(5 T) is applied along the easy and hard magnetization directions, respectively. In addition, we have shown that
it is also possible to take advantage of the magnetic anisotropy for magnetocaloric applications, i.e., we have
found a quite flat magnetic entropy change (with a huge relative cooling power), at a fixed value of magnetic

field, only rotating the crystal by 90°.

DOI: 10.1103/PhysRevB.77.104439

I. INTRODUCTION

Magnetic refrigeration is a promising technology and
therefore the attention of researchers to this subject is in-
creasing in a fast pace. This technology, based on the mag-
netocaloric effect (discovered in 1881 by Warburg!), is of
easy understanding: application of a magnetic field to a mag-
netic material, under adiabatic conditions, makes the tem-
perature of such material to increase. On the other hand,
under isothermal conditions (when the magnetic material is
in thermal contact with a thermal reservoir), application of a

1098-0121/2008/77(10)/104439(8)

104439-1

PACS number(s): 75.30.Sg, 75.30.Gw

magnetic field induces a heat exchange between the material
and the reservoir. From these two processes it is possible to
create a thermomagnetic cycle and thus a magnetocaloric
device, such as air-conditioners, refrigerators, and more.
The physical quantities that measure the magnetocaloric
potential are the magnetic entropy change AS and adiabatic
temperature change AT. The magnetic entropy change is
more common to be found in the literature, since we only
need to know the magnetization map, i.e., M(H,T), around
the Curie temperature of the material. In addition to the quite

©2008 The American Physical Society
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often use of the magnetic entropy change to characterize the
magnetocaloric potential of materials, it is also used to un-
derstand the fundamental physical properties of the
material.?

From the applied view, a lot of families of materials have
been studied by the scientific community, which makes a
great effort to find a good material for magnetocaloric appli-
cation, i.e., a material of low cost, good thermal conductivity,
low electrical resistivity, strong magnetocaloric effect
(MCE), etc. We can cite some families: La-Fe-Si,>*
Gd-Si-Ge,>” intermetallics,®'" and, mainly, the Mn-based
materials, such as manganites,>'>!*> shape memory alloys
Ni,MnGa,'*!> MnFe(P,As),'® and MnAs (Refs. 17-20) (it is
also interesting to cite the 1950s pioneer work of Fakidov
and Krasovskii?! on the MCE of MnP polycrystal around
room temperature). Concerning the MnAs compound, re-
cently, some Brazilian groups published a series of papers
presenting the colossal magnetic entropy change of this
material.'”>° At ambient pressure this material has
40 J/kg K at 318 K at 5 T, increasing up to 267 J/kg K at
280 K at 5 T at 2.2 kbar.'” Small iron substitution on the Mn
site, i.e., Mn;_/Fe As, induced a chemical pressure and
therefore 320 J/kg K was obtained at 310 K, 5 T and ambi-
ent external pressure.'® On the other hand, anisotropic mag-
netocaloric effect has also been extensively studied by sev-
eral groups,?>® being a quite actual issue within the
magnetocaloric research, since it fits applied and fundamen-
tal aspects.

In this sense, the MnP single crystal deserves attention
due to two features: it belongs to the parent MnAs family
and also has a strong magnetocrystalline anisotropy. Thus,
the present paper has two branched ideas: from one side, we
propose to take advantage of the strong magnetocrystalline
anisotropy for magnetocaloric applications; and from the
other side, we have used the magnetic entropy change to
understand the fundamentals of the rich magnetic phase dia-
gram that arises for this single crystal, also due to the mag-
netocrystalline anisotropy.

II. MnP PHASE DIAGRAM

MnP has an orthorhombic structure (a=5.92 A, b
=526 A, ¢=3.17 A),”” belongs to the Pnam space group
(62) and, in this paper, we define a>b>c. The phase dia-
gram of MnP single crystal was already described in some
papers.?’-32 The character of the magnetic phases, both in
zero and nonzero magnetic fields, is influenced by the ortho-
rhombic magnetocrystalline anisotropy. Below, we make a
complete description of the phase diagram, drawn in Fig. 1,
with the magnetic field applied to the three main directions
of the crystal.

Magnetic field parallel to ¢ axis ({001))-easy axis. For
low values of magnetic field, decreasing temperature, MnP
becomes ferromagnetic (FM) at T-=291 K, with its mag-
netic moment along this ¢ (easy) axis. Further cooling leads
to a first order transition at 7,=47 K, from FM to a screw
(SCR) structure. In this SCR phase, the Mn magnetic mo-
ments are confined within the bc plane, perpendicular to the
a axis. At 4 K a full rotation is completed roughly each 94.%°
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FIG. 1. Magnetic phase diagram of the MnP single crystal [after
Zieba et al. (Ref. 32)]. These three panels correspond to the mag-
netic field applied along the three main directions of the crystal
({100, (010), and (001)). These labels have the following meaning:
PM—paramagnetic phase, SCR—screw phase, FMI1—magnetic
moment along the (001) easy direction, FM2—magnetic moment
along the applied magnetic field, CEP—critical end point, TP—
triple point, and LP—Lifshitz point. The thick and thin lines repre-
sent, respectively, first and second order transitions.

At low temperatures (<47 K), increasing magnetic field,
SCR phase changes back to the FM phase. This change in
arrangement has a first order character. Figure 1(c) illustrates
this phase diagram.

Magnetic field parallel to b axis ({010))-intermediate
axis. For low values of magnetic field, decreasing tempera-
ture, MnP also becomes ferromagnetic (FM1) at T-=291 K,
with its magnetic moment aligned along the ¢ (easy) axis.
Further cooling leads to a first order transition at 7,=47 K,
from FM1 to the SCR structure. At low temperatures
(<47 K), increasing magnetic field, SCR phase changes to
FAN structure (first order transition). The difference with the
SCR phase is that here (FAN), the magnetic moment does
not perform a full rotation in the bc plane as we move along
the a direction, but instead it oscillates about the b axis like
a fan. Let us remember that in this case the magnetic field is
applied along the (010) direction (b axis). Further increase of
the magnetic field leads the system to a fully polarized ar-
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FIG. 2. (Color online) Magne-
tization as a function of tempera-
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rangement (FM2) along the b axis (second order transition).
Between 47 K and the Lifshitz point (LP) at 121 K 273031
upon increasing the magnetic field, the system has a first
order transition from the FM1 phase to the FAN phase and
then to the FM2 phase. This line above which the magnetic
moments are aligned along the magnetic field (i.e., FM2
phase) is called \ line.?”3%3! For temperatures above LP it
has a second order transition form the FM1 to FM2. To com-
plete the description of this phase diagram, there is a triple
point (TP), where the SCR, FAN, and FMI phases merge.
Figure 1(b) illustrates these transitions.

Magnetic field parallel to a axis ((100))-hard axis. For
low values of magnetic field, decreasing temperature, MnP
also becomes ferromagnetic (FM1) at T,=291 K, with its
magnetic moment aligned along the ¢ (easy) axis. Further
cooling leads to a first order transition at 7,=47 K, from
FM1 to the SCR structure. At low temperatures (<47 K),
increasing magnetic field, SCR phase changes to a CONE
phase, quite similar to the SCR phase; however, with a com-
ponent along the a axis. Remember that, in this case, the
magnetic field is applied along the (100) axis (a axis). Still
increasing the magnetic field, the system changes to a FAN
phase, oscillating about the a axis. Then, at high values of
magnetic field, the system becomes fully polarized (FM2)
along the a axis. This phase diagram is richer than the pre-
vious one ({010) axis), and from 47 K up to the critical end
point (CEP),?”3%3! upon increasing magnetic field, the sys-
tem has the same arrangements than before (<47 K); how-
ever, the ground state is FMI1. Between CEP and LP the
system changes from FM1 to FAN (first order transition) and
then to FM2 (second order transition). For temperatures
above LP, MnP has a second order transition, from FMI1 to
FM2. Details are given in Fig. 1(a).

III. EXPERIMENTAL DETAILS

Powders of manganese and phosphorus were sealed in an
evacuated quartz double tube. The mixture was heated

slowly (~40 °C/day) and kept 3 days at 900 °C. The re-
acted powder was melted at 1210 °C and the single crystal
was grown by the Bridgman method at 1190 °C from this
reaction product. The melting point of MnP is 1140 °C. The
single crystal was further purified by the zone refining tech-
nique in a horizontal traveling furnace. The surface of the
crystal was etched by nitric acid diluted with ethanol. The
orientation of the crystal was determined by the x-ray Laue
method. It has been confirmed by several neutron diffraction
experiments that the mosaic spread of the crystal is quite
small (less than 0.1°). Details of the sample preparation can
be found in Ref. 33. Magnetization was measured in a
vibrating sample magnetometer (VSM) magnetometer at the
University of Aveiro, Portugal.

The sample is a cuboid with sides: a=1.50 mm, b
=2.07 mm, and ¢=6.29 mm. The corresponding demagneti-
zation factors (in ST units) are easy to obtain from Ref. 34:
N,=0.506, N,=0.375, and N.=0.119. From the results pre-
sented in this paper it is possible to estimate the demagneti-
zation field. Let us consider, for instance, the highest demag-
netization factor, i.e., that along the a axis. Thus, in this case,
for 4 K and 10 T the demagnetization field is only 0.2 T and,
consequently, the true magnetic field is 9.8 T.

IV. MAGNETIZATION MEASUREMENTS

As described before, our objective is to understand and
describe the influence of the strong magnetocrystalline aniso-
tropy on the magnetocaloric properties of MnP single crystal.
We need to know the complete magnetization map, i.e.,
M(T,H) to obtain the magnetic entropy change AS (a usual
quantity to measure the magnetocaloric potential of materi-
als), and it is done through the equation

Hy [ opg
AS = — | dH.
o \IT /gy

It is important to underline a minor point. The first order
transitions present in this material have no hysteresis and

(1)
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therefore we can consider that the equilibrium dynamics are
faster than the measuring time. Thus, the system is in equi-
librium and the Maxwell relation is valid.>> When it is not
the case, special care must be addressed.36-37

Thus, we first measured the magnetization as a function of
temperature, with a low magnetic field (100 Oe), applied
along the three main directions of the crystal: (100), (010),
and (001). This result is presented in Fig. 2 (left panels) and
shows two clear transitions, as described in the phase dia-
gram (Sec. II). The first, at T-=291 K, occurs from the para-
magnetic phase (PM) to the ferromagnetic (FM1) phase,
where the Mn moments are aligned along the c-easy axis,
and the second transition, at 7,=47 K, occurs from the FM1
phase to the SCR phase. A minor point to clarify the labels:
FMI1 corresponds to the magnetic moment along (001) easy
axis, whereas FM2 represents the magnetic moment along
the applied field. Since these two cases are the same when
H|[{001), we generally call this ferromagnetic phase as FM
[see Fig. 1(c), for instance].

Figure 2 (right panels) is a clear example of the strong
magnetocrystalline anisotropy in MnP single crystal and
shows the magnetization as a function of magnetic field (up
to 100 kOe) at 4 and 100 K, for those three crystallographic
axes. We emphasize the agreement with the phase diagram
described in Sec. II. The curves at 100 K do not have the
phase changes as evident as those at 4 K.

As mentioned before, to obtain the magnetic entropy
change we need to measure M(T,H) around the magnetic
transition. Thus, we measured those curves around T
=47 K [Fig. 3 (left panels)] and T-=291 K [Fig. 3 (right
panels)], for those three main crystallographic axes. To
clarify and confirm that phase diagram presented in Fig. 1,
we show in Fig. 4 the magnetization as a function of tem-
perature for several values of applied magnetic field, ob-
tained by a treatment of those data of Fig. 3.

H (kOe)

V. MAGNETIC ENTROPY CHANGE

From those data presented in the previous section and
using Eq. (1) it is possible to determine the magnetic entropy
change. Below we will discuss the behavior of this quantity
when the magnetic field is applied along those three direc-
tions. The vertical dotted lines that appear in the figures of
this section limit temperature ranges where there is a change
in the magnetic arrangement due to the applied field. For
instance, SCR — CONE means that the system, under a cer-
tain value of applied field, changed its magnetic arrangement
from SCR to CONE phases.

A. Low temperature contribution

MCE of H|[{100): Around T,=47 K there are five mag-
netic arrangements, namely, SCR, CONE, FAN, FM1, and
FM2 (see Sec. IT). Below 47 K we found a positive magnetic
entropy change, where the system changes its arrangement
from SCR to CONE [see Fig. 5(a)]. From this fact we can
conclude that the SCR phase has a smaller magnetic entropy
and is therefore more stable than the CONE phase. Around
47 K and for magnetic fields higher than 20 kOe there is a
quite narrow range of temperatures where the FAN phase
arises (between the CONE and FM 1 phases—this behavior is
a bit different than that presented in Fig. 1). See Fig. 4(a) for
details. Due to the quite narrow temperature range, it is dif-
ficult to determine the magnetic arrangement from only mag-
netic measurements; however, the most probable arrange-
ment, following the phase diagram of Fig. 1, is the FAN
phase. We found therefore a deep minimum in the magnetic
entropy curve [Fig. 5(a)—top]; in other words, a negative AS
when the arrangement changes from SCR to FAN. This be-
havior is no more observed for AH <20 kOe [see Fig. 5(a)—
bottom].

MCE of H|[{010): As described in Sec. II, increasing
magnetic field, there are four magnetic arrangements around
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FIG. 4. (Color online) Magnetization as a function of tempera-
ture for several values of applied magnetic field along (a) (100), (b)
(010), and (c) (001) directions. These curves were determined from
Fig. 3. See Sec. II for the meaning of the labels.

T,=47 K, namely, SCR, FAN, FM1, and FM2. Below 47 K,
we found a positive magnetic entropy change when the sys-
tem changes its arrangement from SCR to FM2 and FAN
phases [see Fig. 5(b)]. We conclude from this fact that the
SCR phase has a magnetic entropy smaller than the FM2 and
FAN phases and, consequently, is more stable. This fact is
confirmed by the zero magnetic entropy change for magnetic
field changes within the SCR phase [AH =<5 kOe, namely,
5 kOe (blue curve) and 1 kOe (red curve) see Fig. 5(b)—
bottom]; i.e., this phase is stable enough that those values of

PHYSICAL REVIEW B 77, 104439 (2008)

magnetic field are not able to change the entropy of that
phase (SCR).

A different scenario arises above 47 K, where the mag-
netic entropy change is negative. Here, the magnetic entropy
of the FM1 phase is bigger than the FM2 and FAN phases;
and is, consequently, less stable than the FM2 and FAN ar-
rangements. Figure 5(b)—top clarifies the above discussion,
for magnetic field change from zero up to above the \ line.
Figure 5(b)—bottom also sketches those words, however, for
intermediate values of magnetic field change.

MCE of H|{001): In a similar fashion as described be-
fore, for temperatures below 47 K the magnetic entropy
change is positive, indicating that the SCR phase is more
stable than the FM phase. We remember that in this case
FM=FMI1=FM2, since the magnetic moment is aligned
along the (001) directions (FM1) and also along the magnetic
field (FM2); thus, we generally call this phase as FM. Again,
the magnetic field change within the SCR phase is not able to
change the entropy of this phase and, consequently, the cor-
responding magnetic entropy change is zero. Above 47 K,
the magnetic entropy change becomes negative, indicating,
in this case with only one arrangement above 47 K (FM), the
usual behavior of increasing entropy by decreasing magnetic
field. Details are sketched in Fig. 5(c).

B. High temperature contribution

MCE of H|{100): As shown in Fig. 6, the magnetic en-
tropy change above the Curie temperature 7-=291 K, i.e., in
the paramagnetic phase, is negative, as expected. Below T
in a limited temperature range (from FM1 to FM2), the mag-
netic entropy change is also negative; and shows that the
FM1 phase has a bigger magnetic entropy than the FM2
phase. Thus, FM2 is more stable than the FM1 phase.

On the other hand, the magnetic entropy change becomes
positive when the magnetic field change is not enough to
cross the A\ line, i.e., the arrangement does not change and
remains within the FM1 phase. It means that magnetic en-
tropy of the FM1 phase under applied magnetic field (below
the X\ line) is bigger than the magnetic entropy with a lower
value of magnetic field (or even a zero magnetic field). Con-
sequently, we conclude that the FM1 phase without magnetic
field is more stable than the same phase with applied mag-
netic field (below the N line). This conclusion is reasonable,
because the strong magnetocrystalline anisotropy tends to
align the magnetic moment along (001) direction (FM1), and
this situation has a lower entropy than the “perturbed” case
where the spins are submitted to a magnetic field (below the
\ line) along the (100) direction. Figure 6(a) clarifies this
scenario. Note that these positive values agree with the same
measurement at low temperatures [see Fig. 5(a)].

MCE of H|[{010): In a similar fashion as before, the mag-
netic entropy change (a) within the paramagnetic phase and
(b) between the FM1 and FM2 phases are both negatives, as
expected. In addition, the magnetic entropy change is (al-
most) zero changing the arrangement within the FM1 phase.
It means that applying the magnetic field (below the X\ line)
along the (010) direction does not change the entropy of the
system (different from the (100) case, where the entropy evi-
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FIG. 5. (Color online) Mag-
netic entropy change as a function
of temperature (around 7,=47 K),
when the magnetic field is applied
along the (a) (100), (b) (010), and
(c) (001) directions. The vertical
dotted lines limit temperature
ranges where the magnetic ar-
rangement changes due to the ap-
plied field. See colored figures for
clearness.

FIG. 6. (Color online) Mag-
netic entropy change as a function
of temperature (around T,
=291 K), when the magnetic field
is applied along the (a) (100), (b)
(010), and (c) (001) directions.
The vertical dotted lines limit
temperature ranges where the
magnetic arrangement changes
due to the applied field. See col-
ored figures for clearness/
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FIG. 7. (Color online) (a) Magnetic entropy change for 50 kOe
of magnetic field change applied along the three main crystallo-
graphic axes (100), (010), and (001). This difference is therefore
due to the strong magnetic anisotropy present in this MnP single
crystal. (b) Magnetic entropy change for a fixed magnetic field
(50 kOe), just rotating the crystal, from the hard ((100)) to the easy
({001)) direction. In other words, it is the magnetic entropy change
due to the anisotropy.

dently increases). See Fig. 6(b) for clearness.

MCE of H|[{001): It is the simplest case and has a usual
magnetic entropy change curve, without changes in the mag-
netic arrangement by changing the magnetic field. Figure
6(c) presents these results.

VI. ADVANTAGES OF THE MAGNETOCRYSTALLINE
ANISOTROPY FOR MAGNETOCALORIC
APPLICATIONS

In this section we analyze the advantages of the magnetic
anisotropy for magnetocaloric applications around the Curie
temperature (T-=291 K), which is close to room tempera-
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ture (RT). It is expected, due to the anisotropy, that the mag-
netic entropy change measured with the magnetic field ap-
plied along the hard direction be smaller than that along the
easy direction, and indeed it is [see Fig. 7(a)]. We can note
that there is 1.5 J/kg K (at 50 kOe) of entropy change be-
tween those curves (around T,) and this energy can be
achieved only rotating the crystal, from the hard to the easy
direction under a fixed value of magnetic field. The magnetic
entropy change due to this rotation is equal to the difference
of entropy change due to the applied field along those hard
and easy directions as follows:

AS<100>H<001> A0 _ A §(100) _ S<ook0 001 (S<1oo>

e O kOe — W50 kOe
100 001 100,
§) k0>e) S<50 k>0e - S<50 k>Oe' (2)

Considering, of course, that the zero field entropy is isotro-
pic, i.e., SO = Sgo?(ge—So «oe- Figure 7(b) presents therefore
ASOOOP«)O1> We should emphasize the quite flat profile of
the magnetic entropy change upon rotating the crystal. In
spite of low absolute value of magnetic entropy change, it
has a giant relative cooling power®® due to the huge width at

half maximum.
VII. FINAL REMARKS

The present paper has two branched ideas: from one side,
we used the magnetic entropy change to understand the rich
phase diagram of MnP single crystal, with several magnetic
arrangements due to the strong magnetocrystalline aniso-
tropy. We could discuss therefore which magnetic phase is
more stable. From the other side, after Refs. 24 and 25, we
could generally propose how to take advantage of the aniso-
tropy for magnetocaloric applications: we could obtain a
quite flat magnetic entropy change around the Curie tem-
perature of the system (~291 K) at a constant magnetic
field, only rotating the crystal. This flat AS is an advantage of
the anisotropy, since a magnetic refrigerator based on this
idea does not need to move permanent magnets, but only
rotate a single crystal refrigerant material by 90° under a
constant magnetic field.
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Magnetostructural instability in the ferromagnetic shape memory alloy of composition Ni;Mn;4Sny¢ is
investigated by transport and magnetic measurements. Large negative magnetoresistance is observed around
the martensitic transition temperature (90-210 K). Both magnetization and magnetoresistance data indicate
that upon the application of an external magnetic field at a constant temperature, the sample attains a field-
induced arrested state which persists even when the field is withdrawn. We observe an intriguing behavior of
the arrested state that it can remember the last highest field it has experienced. The field-induced structural
transition plays the key role for the observed anomaly and the observed irreversibility can be accounted for by
the Landau-type free energy model for the first-order phase transition.

DOI: 10.1103/PhysRevB.77.012404

The functional behavior of the shape memory alloys as
actuators, magnetomechanical transducers, and switching de-
vices, is related to the structural instability known as marten-
sitic transition (MT). It is defined as a displacive, diffusion-
less first-order solid to solid phase transition from the high
temperature austenite to the low temperature martensite.’
Ferromagnetic shape memory alloys (FSMAs) combine
shape memory effect and the bulk ferromagnetic behavior.
MT, being key to the shape memory and some other metal-
lurgic phenomena, has been under extensive research for
over a century. The first-order MT in Heusler based alloys,
influenced by the disorder, often developed with a region of
metastability with austenite and the martensite coexisting
together.”* MT is found to be highly sensitive to the external
parameters such as stress and magnetic field, and magnetic
field-induced  strain,>®  superelasticity, magnetocaloric
effect,”® and giant magnetoresistance®'? have been reported
for many FSMAs. Materials with general formula
Ni,Mn;,_X,_. (where X is an sp element such as Sn, Sb, In,
etc.) are found to be quite useful for possible multifunctional
applications.

It is important to understand the effect of magnetic field
on the electronic and magnetic behaviors of those FSMAs.
This is not only essential for the technological applications
but can also provide fundamental insight of the phase sepa-
rated scenario. In order to address the issue, we have per-
formed detailed study of the magnetotransport and magnetic
properties of the alloy Ni,Mn, 4Snge, which has been re-
ported to show ferromagnetic shape memory effect and in-
verse magnetocaloric effect. The sample orders ferromag-
netically below 330 K and on cooling it undergoes MT from
the cubic phase to orthorhombic phase around 180 K,!' with
a wide region of phase separation which extends from
90 to 210 K. Our study reveals large magnetoresistance
(MR) around MT and unique magnetic behavior which go
beyond the previous observations in the case of ferromag-
netic shape memory alloys. The resistivity and the magneti-
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zation show a striking memory effect with respect to the
applied magnetic field (H).

The present investigation was carried out on polycrystal-
line sample of Ni,Mn,; 4Sny ¢ prepared by argon arc melting.
The sample was characterized by x-ray powder diffraction
(XRD) and energy dispersive x-ray spectroscopy. The resis-
tivity (p) of the sample was measured by the usual four point

p(H)—p(0) . .
method. MR =" J measurement was carried out using

a superconducting magnet system in the transverse geometry
(HL current). Magnetization (M) was measured using a
commercial vibrating sample magnetometer (Cryogenic Ltd.,
UK).

Figure 1(a) shows p versus temperature (7) behavior of
the sample measured at H=0 and H=50 kOe for both heat-
ing and cooling cycles. The clear thermal hysteresis around
the first-order MT is present for both zero field and 50 kOe
runs. However, the MT is shifted to lower T in the presence
of H. In the cooling run, the martensite develops between
temperatures M, and M, while austenite develops between
A, and A, during heating. In the H-T phase diagram of the
sample [inset of Fig. 1(a)], the white and black shadings,
respectively, denote the region of phase coexistence for cool-
ing and heating legs. The average estimated shift of M for
50 kOe of magnetic field is about 12 K. This produces large
negative MR in the sample. Figure 1(b) shows the plot of
MR at 50 kOe versus T for both heating and cooling legs.
MR of about —16% is observed in the sample for the heating
leg, while on the cooling leg, MR is found to be around
—19%. 1t is clear that the large MR is only observed around
the region of phase separation, which is approximately the
region of thermal hysteresis. The apparent difference of the
magnitude of MR in the heating and cooling is due to the
difference in the austenite and martensite fractions in the
sample.

In order to get a better look at the MR behavior, we mea-
sured p as a function of field at different constant 7' [Fig.
2(a)]. The magnitude of MR is very small at 15 K, where the

©2008 The American Physical Society
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FIG. 1. (Color online) (a) Resistivity as a function of tempera-
ture for both heating and cooling cycles (indicated by arrows) at
zero and 50 kOe of applied fields for Ni,Mn; 4Snye. The inset
shows the H-T phase diagram of the sample, with shaded area being
the region of phase coexistence. (b) Magnetoresistance (MR) as a
function of temperature for heating and cooling cycles for 50 kOe
of field.

sample is in the pure martensite. However, larger negative
MR is observed in the region of MT, which is in line with the
p(T) measurements performed at different fields. The inter-
esting observation from the MR versus H data is that in the
region of metastability, the MR is highly irreversible with
respect to the applied magnetic field. The large change in p is
observed when the field is applied first; however, sample
almost retains its low p when the field is removed, and it
persists for subsequent field cycling. This has been clearly
depicted in Fig. 2(a) where five loop field cycling is per-
formed. For example, in the case of 185 K isotherm, the
initial application of 50 kOe of field (virgin leg) produces
about —11% of MR, while in the subsequent field removal
and application (even in the negative H quadrant) do not
produce much effect on p, only a mere 2.5% change is ob-
served. This type of field arrested state is only restricted
across the MT and no indication of arrested state is observed
above and below the MT [15 and 300 K, respectively, in Fig.
2(a)]. Notably, the MR does not show any signature of satu-
ration until 90 kOe, and the arrested state can be created
even at 90 kOe (not shown here).

In a ferromagnetic alloy, it is expected that the MR
anomaly has some magnetic origin. To probe it, we measured
isothermal M as a function of field at different constant tem-
peratures. The initial magnetization leg (virgin leg:
0-50 kOe) at 185 K shows larger slope beyond the point of
technical saturation as compared to the return leg. On subse-
quent field cycling, very similar to the MR behavior, M
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FIG. 2. (Color online) (a) Magnetoresistance and (b) magneti-
zation as a function of field at different constant temperatures. The
sample was first zero field cooled to 10 K and then heated back to
the respective constant temperatures for MR and M measurements.
The data were collected for change of the magnetic field in the
positive and negative quadrants. The inset in (b) represents the en-
larged view of the magnetization data at 185 K.

traces the return leg with almost zero coercivity. The virgin
loop remains well outside (below) the subsequent field-
cycling loops [see inset of Fig. 2(b)]. It appears that by the
application of 50 kOe of field, the sample has been arrested
to a state with a very soft ferromagnetic character. Similar
field-induced arrested state is also reported for Ni-Mn-X
based alloys.®!%!5 For the present sample, we find that there
is a threshold field of about 1 kOe for the production of this
arrested state.

It is tempting to know the character of this field-induced
arrested state and what happens to the resistivity if the tem-
perature is varied after this state is achieved. For this pur-
pose, we performed p measurement in the following protocol
[see Fig. 3(a)]. The sample was first cooled in zero magnetic
field from 240 to 80 K (point ¢ to d in Fig. 3) and heated
back to 180 K (point e). At this point, 50 kOe of field was
applied, and p drops down to point f. Immediately, field was
removed and the sample was allowed to heat up. p followed
a completely different path (gh) and eventually joined up
with the zero field heating curve at point h. It clearly depicts
that the application and subsequent removal of H at a certain
point inside the thermal hysteresis region produces a state
which is different from the zero field state as far as the T
dependence of resistivity is concerned. However, eventually
it approaches the zero field virgin state.

The noteworthy observation is the magnetic memory ef-
fect as depicted in Fig. 4. We have seen that the sample goes
to a different electronic and magnetic state on application of
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FIG. 3. (Color online) (a) Resistivity as a function of tempera-
ture with a protocol discussed in the text. (b) Landau-type free
energy diagram (see text) for the first-order phase transition for
decreasing temperature (I-III) in presence of field. “A” and “M”
denote austenite and martensite minima, respectively. It is to be
noted that the free energy profile is asymmetric with respect to the
¢=0 line due to the presence of field.

a field and the state is retained on removal of the field. The
question is whether the nature of the arrested state depends
upon H or not. To shed light on it, the sample was first zero
field cooled to 10 K and then heated back to 180 K. At
180 K, H was increased from zero to a certain value H,, and
then removed gradually. This was repeated for increasing
values of H,, (say, H,]H,Hi, ....H,,,...) starting from
5 to 50 kOe. As expected, once a certain field H,, was ap-
plied, the sample retained the lower resistivity value even
after the field was brought back to zero. In the next cycle,
when the field was ramped up to the next higher value of
H::[l, p followed the same ramping down path until the pre-
vious applied field H,, was reached. Beyond H,,, p followed
the master path, pq. The master path can be obtained if H is
ramped up monotonously to its highest value. The minor
paths (like sr) intercepted the master path on their respective
maximum exposed field values. This clearly shows that the
field-induced state remembers the value of the last highest
field (H,,) it has experienced. This is an example of magnetic
memory found in this alloy, where different electronic and
magnetic states can be created by varying the value of H,,. It
has been depicted in Fig. 4: for example, the field was first
ramped up to 5 kOe (point p to r) and then ramped down to
zero (r to s). When the field was again ramped up from zero
to the next field value of 10 kOe, p followed the path s to r
until the previous highest experienced field (here 5 kOe) was
reached (point r) and after that it followed the master path
(pq) to reach the point t corresponding to H,,=10 kOe. A
similar thing happens for higher and higher values of H,,
(even observed for H,,=90 kOe). The memory effect is also
seen in the M versus H measurement at 180 K as depicted in
Fig. 4(b).
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FIG. 4. (a) Magnetoresistance and (b) magnetization as a func-
tion of field recorded at 180 K. The measurement was performed by
returning the field back to zero from different maximum fields
(H).

Magnetic field-induced arrested state and magnetic
memory effect have been observed in systems such as frozen
ferrofluids, interacting nanoparticles, and metal-insulator
multilayers. However, in all those cases the physics behind it
is the spin-glass-like dynamics.!> We do not see any signa-
ture of glassiness in the sample, for example, the ac suscep-
tibility does not show any change in the martensitic transi-
tion temperature with frequency. The more probable scenario
here is the magnetic field-induced first-order phase transi-
tion. The ability of the present sample to remember the field
from where it has been backtracked is referred to as return
point memory effect'>'* and it can take place as a function of
stress or temperature in addition to H. This is connected to
the metastability of the system in the vicinity of a disordered
induced first-order transition.!> Recently, x-ray diffraction
measurement has confirmed field-induced first-order transi-
tion in the Ni-Mn-Sn alloy, where martensite fraction trans-
formed into the austenite by the application of H.'> When a
magnetic field is applied, some martensite fraction trans-
forms into austenite, which has a lower resistivity than mar-
tensite, resulting large negative MR. The martensite has
lower magnetic moment than austenite, and as a result the
effect of the transformation is also visible in M. When the
field is removed the system does not recover the martensite
fraction. This irreversible nature of the field-induced transi-
tion was found in XRD measurement by Koyama et al."

Phenomenologically, Landau type of free energy expres-
sion can been used to describe the first order MT,'%17 where
free energy and the order parameter (¢) are related as f(¢)
=a,p*—a,¢0*+age®—yp where a;’s are the parameters for
the particular material, and 7y is a term proportional to the
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externally applied field. For T-dependent transition, a,
~a5(T—-T,), and the free energy curves for different T are
plotted in Fig. 3(b). Across the region of transition, the mar-
tensite and the austenite coexist in different free energy
minima separated by an energy barrier. Thermal irreversibil-
ity in various physical quantities arises due to the fact that
one of the states becomes metastable (supercooled or super-
heated state) and the system remains trapped there even
when 7 crosses the critical point.

A similar situation can arise when the transition takes
place as a function of H rather than 7. Since field favors the
formation of austenite, application of H is equivalent to the
increase of temperature. H changes the free energy pattern as
well and allows redistribution of the relative fraction of prod-
uct and parent phases. Suppose the system is in a particular
state at temperature T, and field H,, where both phases are
coexisting with austenite and martensite fractions being, re-
spectively, x4 and x,;=1-x,. This state can be represented
by curve (IIT) of the free energy plot shown in Fig. 3(b). As
we increase H isothermally, the free energy curve will
change to curve (II). Here, the martensitic minimum lifts up
to higher value and the barrier [o=0(T,H)] between the par-
ent and product phases decreases, allowing the formation of
austenite. The phase fractions become xj=x,+ dxy, x;,=(1
—x4— Ox,4). The fraction, dxy, transformed from martensite to
austenite, depends upon the change in H. When the field is

PHYSICAL REVIEW B 77, 012404 (2008)

brought back to H,, the free energy curve returns back to its
previous field pattern (from curve II to curve III). However,
the o(T,H) does not allow the martensite to regain its trans-
formed fraction, and we get a state with arrested (metastable)
austenite fraction, dx4. This state will bear the memory of the
highest field, H,,, it has been exposed to by virtue of the
amount of x4 it contains. The arrested state remains arrested
until the barrier height is changed through the change in T or
H. If T is kept constant, and H is increased from H,,, nothing
will happen until the last highest exposed field is crossed.
Further increase of H (beyond H,,), however, produces more
amount of austenite and the system attains a different x,, x;,
ratio through further reduction of the free energy barrier. It is
to be noted that different field-induced arrested states can be
created by any arbitrary applied field. This is in contrast with
the arrested states in GdsGe, and Mn-site doped
manganites,'® where field-induced transitions take place only
at certain values of H.

In conclusion, the sample Ni,Mn; 4Sn; 4 shows reasonably
large magnetoresistance around the region of first-order mar-
tensitic transition. MR is highly irreversible with respect to
the applied magnetic field. A nice magnetic memory effect is
observed, as the sample remembers the last highest field that
it was exposed to. This can be exploited for important device
related applications in the future.
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The magnetically ordered phases and spin dynamics of magnetoelectric LiNiPO4 have been studied
in fields up to 17.3 T along the c axis. Using neutron diffraction, we show that a previously proposed
linearly polarized incommensurate (IC) structure exists only for temperatures just below the Néel
temperature Ty. The ordered IC structure at the lowest temperatures is shown instead to be an
elliptically polarized canted spiral for fields larger than 12 T. The transition between the two IC
phases is of second order and takes place about 2 K below Ty. For ugH > 16 T and temperatures
below 10 K, the spiral structure is found to lock in to a period of five crystallographic unit cells
along the b axis. Based on the neutron diffraction data, combined with detailed magnetization
measurements along all three crystallographic axes, we establish the magnetic phase diagrams for
fields up to 17.3 T along ¢ and for fields up to 16 T along a and b. The spin excitations in the high-
field IC spiral phase have been studied in detail by inelastic neutron scattering. A mean-field analysis
shows that the spin Hamiltonian derived previously from the low-temperature spin waves at zero
field predicts the transition between the linear and elliptical polarization of the IC structure, and
that a generalization of the spin-wave theory, assuming the random-phase-approximation, accounts
for the inelastic scattering data obtained in the commensurable uniform phase at fields below 12 T

as well as those obtained in the high-field IC spiral phase.

PACS numbers:

I. INTRODUCTION

Materials with coexisting ferroic order parameters —
the so-called multiferroics — have received much attention
in recent years.'? Some of these multiferroics exhibit a
magneto-electric (ME) coupling, where an applied mag-
netic field induces an electric polarization density and
vice versa.? In some of these cases the magnetic ordering
temperature and the onset temperature of the ME ef-
fect are identical and ferroelectricity is generated by the
long range magnetic order being perturbed by the mag-
netic field.* 7 The lithium-ortho-phosphates LiM POy (M
= Mn, Co, Fe or Ni) are isostructural compounds that
all exhibit a strong ME effect in their low-temperature
commensurate (C) antiferromagnetic (AFM) phases.® 19
LiNiPO, stands out among the lithium-ortho-phosphates
by exhibiting incommensurate (IC) magnetism, suggest-
ing the presence of competing magnetic interactions. This
expectation was confirmed directly by inelastic neutron
scattering in Ref. 11.

The LiNiPO4 compound has orthorhombic symmetry
with space group Pnma (no. 62) and lattice parameters
a=10.02A, b =5.83 A and ¢ = 4.66 A.12 There are four
magnetic Ni**-ions in each unit cell with spin S = 1. At
zero magnetic field the system displays long-range AFM
order at temperatures below Ty = 21.7 K,? while short-
range IC magnetic order exists in the temperature range

Ty < T < 40 K.' Between Ty and Tye = 20.8 K,
LiNiPO,4 exhibits spontaneous IC magnetic order with
ordering wave vector k;, = (0, k;., 0)."1416 Below Ty,
the AFM structure is commensurate with the lattice in
the sense that the magnetic and crystallographic unit
cells are identical. In this phase, the ordered moments
are almost parallel to the crystallographic ¢ axis with a
slight canting along the @ axis,”'® as shown schemati-
cally in Fig. 1. A magnetic field applied along the ¢ axis
induces a first order C to IC phase transition at a field
strength poH varying between 12 and 13.5 T depending
on temperature.” In Ref. 7, the high-field IC structure
at low temperatures, like the zero-field IC structure ob-
served between Ty and Ty, was suggested to be linearly
polarized, but it was also pointed out that the data did
not exclude an elliptical polarization. The matter was left
unresolved, since no direct evidence for a spiral structure
was observed.

The low-temperature C-IC phase transition is the first
out of the five magnetic-field induced transitions ob-
served by Khrustalyov et al.'” as peaks in the differen-
tial magnetic susceptibility dM/dH derived from mag-
netization measurements in pulse magnetic fields extend-
ing up to 27 T along the ¢ axis. A second transition at
o H = 16 T gives rise to a much smaller peak in dM/dH
than the C-IC transition.

In this paper, we present neutron-diffraction studies as
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FIG. 1: (Color online) The zero-field commensurate magnetic
structure of LiNiPOy4 observed below Ty . The magnetic unit
cell is shifted (—0.25, —0.25,0) with respect to the structural
unit cell. The magnetic ion positions are numbered 1—4 (after
Ref. 7).

a function of temperature and magnetic fields up to 17.3
T clarifying the structures of the IC magnetic phases of
LiNiPOy4. The high field, low-temperature IC magnetic
structure is shown to be a canted, elliptical spiral with
the spin-components rotating in the crystallographic ac
plane. This structure undergoes a temperature-driven
transition to a canted, linearly polarized structure, where
all moments are nearly parallel or antiparallel to the ¢
axis. At fields larger than 16 T and temperatures be-
low 10 K, the low-temperature IC spiral conforms to a
commensurate quintupling of the crystallographic unit
cell along the b axis corresponding to an ordering wave
vector (0, %,O). To assist the neutron diffraction deter-
mination of the phase boundaries for fields along ¢, we
have performed detailed magnetization measurements up
to 16 T. The combined data are used to present the full
(1o H, T)-phase diagram for fields up to 17.3 T. Magne-
tization measurements for fields up to 16 T along the a
and b axes have been used to establish the corresponding
(1o H, T)-phase diagrams.

Furthermore, we have studied the low-temperature
spin excitation spectrum in the spiral IC phase as well as
field and temperature dependent properties of the spin
excitations in the commensurate low-temperature phase
by inelastic neutron scattering. The data are analyzed
within the random-phase approximation (RPA) in terms
of the spin Hamiltonian established in Ref. 11. The mean-
field (MF) predictions derived from the same spin Hamil-
tonian are compared with the experimental results for
the zero-field susceptibilities, the phase diagram and the
magnetic structures.

The paper is organized as follows: In the next section,
an account for the irreducible representations of the mag-
netic structures in LiNiPOy is given. This is succeeded
by a description of the experimental details in Sec. III,
and a presentation of neutron diffraction data from ex-
periments at RITA-IT (IIT A) and FLEX/V2 (III B) spec-

trometers. In Sec. III C, the bulk magnetization data are
presented along with complete (uyH,T') phase diagrams
for fields along all three crystallographic directions. The
structural part of the paper is followed by a description
of the MF model and the RPA in Sec. IV A. In Sec.
IV B, we present experimental results for the spin-wave
excitations in the high-field IC spiral phase obtained at
RITA-II. These results are compared with the predictions
of the RPA model. Concluding remarks are given in Sec.
V.

II. MAGNETIC STRUCTURES IN LiNiPO,

The four magnetic ions in LiNiPO,4 are situated at
r; = (0.275,0.25,0.98), ro = (0.775,0.25,0.52), r3 =
(0.725,0.75,0.02) and ry = (0.225,0.75,0.48) in the or-
thorhombic unit cell (see Fig. 1). A thorough analy-
sis of the irreducible representations'® of the magnetic
structures in LiNiPOy4 has been performed in Ref. 15.
In the uniform case, i.e. when the magnetic and the
crystallographic unit cells are identical, any magnetic
structure is described by a linear combination of the
twelve basis structures presented in Fig. 2. This ba-
sis is divided into four symmetry classes (A, C, G,
and F) for each Cartesian component of the moments.
In the IC phases, where the ordering wave vector is
k.. = (0,k,,0), the same basis applies except that it
includes a phase factor f = e due to the modu-
lation of the moments. The Fourier transforms of the
spin components may be divided into the four symme-
try classes Aot = (+a B _ﬁa +6); Got = (+a _a+ﬁa _6)5
Cot = (+a +, _65 _ﬁ) and Fot = (+a +, +6; +ﬁ)a where
the brackets show the relative phase factors of the o com-
ponent of the spins on the sites (r1,rs,r3,rs) in one unit
cell. a is equal to z, y, or z, where these axes are along,
respectively, the a, b, and ¢ axes of the lattice.

These basis structures span the space of possible 1C
magnetic structures in LiNiPOy4, when the ordering wave
vector k;, is along the b axis. The symmetry operations
of the space group Pnma that leave k;. invariant (ex-
cluding lattice translations), constitute the little group

FIG. 2: (Color online) Four of the twelve commensurate irre-
ducible basis structures related to the three AFM symmetry
classes (A, G and C) and the ferromagnetic class (F'). Only
one of the three possible polarizations (z,y, z) is shown for
each one of the four different classes.
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FIG. 3: (Color online) a)-b) Neutron-diffraction scans through the (1, k;.,0) and the (1,2 + k;.,0) peaks at 14.7 T applied
along the ¢ axis at temperatures close to the transition at 17.7 K. The two peaks reflect, respectively, the A, (neglecting A, as
discussed in the text) and the weighted sum of the A, and A, components of the spiral structure. The A, component disappears
above 17.7 K while the A, component persists. ¢) Integrated intensities of (0, 1+ k., 0), (1, ki, 0) and (1,2 + k.., 0) as functions
of temperature at 14.7 T applied along the ¢ axis. The integrated intensity from the (1, k;., 0) and the (1,2 + k;., 0) peaks have
been multiplied by a factor of 140 and 170, respectively. The onset of an additional order parameter below 17.7 K is evident.

Gy, = {1,2},m,,m,.}. There are four one-dimensional
irreducible representations, I'y — 'y, of this little group.
The twelve IC basis structures are divided into corre-
sponding subsets according to how they transform under

the symmetries of Gkic' These subsets are

Fl: {szGych}
F32 {Cz;Fy;Az}

FQZ {GI,Ay,FZ}
Ly: {F.,Cy,G.}. (1)

If a magnetic IC structure is found to involve a com-
ponent from one of the irreducible representations (for
instance C), it is more or less inevitable that it also
involves the two other components (A, and Gy).

III. EXPERIMENTAL DETAILS

Two high-quality single crystals measuring 5 x 5 x 9
mm?® (0.4 g) and 2 x 2 x 3 mm? (0.02 g), respectively,
were used in the experiments. Both elastic and inelastic
neutron scattering experiments were performed on the
RITA-II triple-axis spectrometer at the Paul Scherrer In-
stitute (SINQ, PSI) using the larger crystal oriented on
an aluminum sample holder with the c axis vertical in a
14.9 T Oxford cryomagnet. No collimation was used. For
inelastic scattering, varying incoming neutron energy was
used with fixed neutron momentum transfer Q and fixed
final neutron energy of 5 meV. A Be-filter was placed be-
fore the analyzer to remove higher order neutrons. RITA-
IT has a seven blade pyrolytic graphite (PG) analyzer
providing high g-resolution, when measuring the disper-
sion along (0, ¢, 0). When measuring the dispersions along
(¢,1,0) and (q,1 + k., 0), the intensity from only the
three central blades was collected. The diffraction stud-
ies were performed with 4.04 A (5 meV) neutrons using
only the central blade. On the V2/FLEX triple-axis spec-
trometer at Helmholtz Zentrum Berlin neutron diffrac-
tion was performed for magnetic fields up to poH = 17.3

T. The smaller crystal was placed with the ¢ axis verti-
cal in an aluminum sample holder clamping it between
two Dysprosium booster pieces, which add 2.5 T to the
field provided by a 14.8 T Oxford cryomagnet. We used
4.04 A neutrons, a flat PG analyzer and 60’ collima-
tion between monochromator and sample, sample and
analyzer as well as between the analyzer and the detec-
tor. A CRYOGENIC cryogen free measurement system
(CFMS) at Risp DTU was used to perform vibrating sam-
ple magnetization (VSM) measurements. Magnetic fields
0 < ugH < 16 T were applied along all three principal
axes for temperatures 2 < T < 300 K. Susceptibilities
are measured at pugH = 1 T, which lies within the linear
regime of magnetization vs. field.

A. The transition between IC structures with
different polarizations

The previously determined high-field IC structure with
ordering wave vector (0, k;.,0) had basically C, symme-
try with a small A, canting plus small uniform F, and
G, components induced by the field.”' It was argued
that the IC structure was this canted structure with the
moments polarized linearly nearly along z, but that it
could also be a spiral with spins rotating in the ac-plane.
To examine if this is the case, we have used the RITA-
IT spectrometer to measure the temperature dependence
of three magnetic IC peaks (0,1 + k;.,0), (1, k;.,0) and
(1,2 + k., 0) at 14.7 T.

The sensitivity of neutron scattering to magnetic struc-
tures is a consequence of a scattering cross-section which,
for a collinear structural component, is proportional to
|Fr(Q)|?|P(Q)|?, where the structure (F) and polariza-

tion (P) factors are given by

FRr(Q) =) mfe'?™, P(Q) =Qx(exQ). (2)
d



| F& Fi F& Fz | P} P} P

0,1+ k;,0)| 16 0 0 1 0 1
(1, k., 0) 0 156 04 0.09 091 1
(1,2 + k,0)] 0 156 04 093 007 1

o OO

TABLE I: Squared structure (F') and polarization (P) factors
for the three IC peaks used to establish the spiral structure in
terms of the irreducible representations. The structure factors
are normalized to unit spin lengths of the components. We
have used k;, = 0.18 rlu, but note that small changes of kic
have no effect on our conclusions.

Here de is the magnetic moment of the ion at site

d=1,...,4 in the symmetry class R, Q is the unit vec-
tor along the neutron momentum transfer and é is the
unit vector along mff. For each of the three peaks, Table
I lists |Fr(Q)|? (normalized to unit magnetic moment)
and | P(Q)|? for R = C, A, G, F and all spin direc-
tions e parallel to z, y or z. The numbers represent the
sensitivity of each peak to the different basis structure
components.

As presented in Fig. 3 a), the extension of the neu-
tron diffraction experiments has now shown that there
is intensity in the (1, k;, 0) reflection. This reflection de-
rives mainly from an A, or an A, component according
to Table I. The intensity disappears below and not at
Ty ~ 20.8 K indicating the presence of a second mag-
netic phase transition at about 17.7 K. Referring to Eq.
(1) it is seen that the order parameter between 17.7 K and
Ty belongs to the irreducible I'; representation, whereas
the new order parameter appearing below 17.7 K has the
symmetry of the I'y or the I'; representation depending
on whether the (1, k., 0) peak is due to, respectively, an
A, or an A, component. The temperature dependence of
the strong peak intensity at (0,1 + k., 0) is depicted in
Fig. 3 ¢), and Table I shows that the two components C,
and C, are weighted equally and are the only ones ap-
pearing in this scan. The abrupt increase shown by the
0,1+ k., 0) peak intensity at 17.7 K for decreasing tem-
peratures allows a clear choice between the two possibil-
ities for the new order parameter. A I'y order parameter,
which contains a C, component, contributes directly to
the (0,1 + k;.,0) peak, whereas the possibility of a I'y
order parameter can be dismissed since it has no direct
effect on this scan. The behavior of the (1,2 + k;,0) in-
tensity as a function of temperature shown in Fig. 3 b)
and c¢) is consistent with this result. This peak intensity
reflects the A, and A, components, and for increasing
temperatures it shows a rapid drop at 17.7 K indicating
a vanishing A, component. The intensity, which remains
above 17.7 K, is due to the A, component being non-
zero up to Ty. Table I shows that both the (1, k;.,0) and
the (1,24k,., 0) peak may contain contributions from the
possible G components. However, since none of the peaks
which are dominated by the G components have been

seen, they may safely be neglected here, where their con-

FIG. 4: (Color online) a) Magnetic IC spiral at 2 K and
poH = 13 T applied along c. The circles around the lower
left ion marks the rotation plane of the spins and the black
line marks the spiral itself. b) Lock-in commensurable spiral
uoH > 16 T and T' < 10 K. The 1/5 modulation is evident by
comparing the 1st and the 6th unit cell. ¢) Linearly polarized
IC structure; the line marks the sinusoidal modulation. In the
phase diagram for fields along ¢, shown in Fig. 9, the three
structures are denoted as IC,c, 1/5-C and IC., respectively.

tributions are weighted with an intensity factor of 1/40
compared with the A components.

Generally, a helical/cycloidal ordering is energetically
more favorable than a linearly polarized square wave of
fully polarized spins in the 7" = 0 limit, as long as the
anisotropy within the plan of the ordered moments is
weak. In the present case the system may approach a cir-
cular polarization of the moments by either combining
the C, component with a C; or with a Cy component.
The unique identification above, that the new order pa-
rameter below 17.7 K belongs to the I'; representation,
shows that the system chooses the first one of the two
possibilities. This choice is consistent with the fact that
the anisotropy parameters derived from the spin-wave
analysis [see Eq. (5) below] identifies the ac plane to be
the easy one. Experimentally, it is difficult to measure
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FIG. 5: (Color online) The IC modulation k;, as a function of field at 2 K (a) and as a function of temperature at 17.3 T
applied along the ¢ axis (b). The statistical errors are smaller than the markers. ¢) The temperature dependence of the sum of
integrated intensities from the symmetry related peaks (0,1 + k., 0) measured at 17.3 T applied along the ¢ axis.

the C, component directly but the analysis above, where
the irreducible representations, or symmetry arguments,
are utilized in the interpretation of the experiments indi-
cates that I', and thereby the C, component, has to be
zero. This result is also valid at the lower temperatures
not included in Fig. 3, since the (1, k;., 0) peak indicating
a non-zero I's component is observed all the way down
to 2 K.

We conclude that the system shows two continuous
phase transitions at decreasing temperatures in the pres-
ence of a c-axis field larger than 13.5 T. The ordered
state just below Ty is described by an IC order param-
eter belonging to the irreducible representation I';, with
the dominating component C, being slightly mixed with
A,. At about 17.7 K there is a new second-order phase
transition, where the additional order parameter belongs
to the I's representation and may be described as being
the C, component slightly mixed with the A, compo-
nent. This interpretation of the observations shown in
Fig. 3 is in full agreement with the predictions of the
MF-calculations presented below. The phase boundary
between the linearly and elliptically polarized IC phases
has been determined up to a field of 17.3 T. The two IC
structures are illustrated in Fig. 4 a) and c), and the ob-
served phase boundaries are shown in the phase diagram
in Fig. 9.

B. The high field IC-C transition

At the V2/FLEX triple axis spectrometer we measured
the IC modulation k;, for fields along c in the range
13T < pgH < 17.3 T and for temperatures up to Ty. To
obtain an accurate value of k;., both symmetry related
peaks (0,1=+k;.,0) were measured — optimizing the sam-
ple rotation and the scattering angle thoroughly — and
obtaining k;, as the average modulation of the two peaks.
The modulation as a function of magnetic field at 2 K and
as a function of temperature at 17.3 T is shown in Fig.
5. It is seen that the modulation stabilizes at k;, = ¢ at

2 K for poH > 16 T marking a magnetic quintupling of

the unit cell. At 17.3 T, the quintupling persists up to 10
K. The average measured value of the modulation in this
phase is k;. = 0.200(1). The accuracy of the determined
value of k;. is comparable to the obtainable instrumental
precision. In addition, k;. was measured as a function of
field at 5 K and as a function of temperature at 16.8 T.

The (1, k., 0) peak reflecting the A, component is still
observed above 16 T at 2 K (not shown), which indi-
cates that the magnetic structure stays as an elliptical
spiral at the transition from the IC phase to the high-
field commensurate phase. The lock-in transition identi-
fied here explains the g H ~ 16 T transition observed by
Khrustalyov et al.,'” and the weakness of the signal they
observed at this transition is consistent with that the
lock-in only causes minor modifications of the magnetic
structure. The commensurate magnetic spiral structure
is shown in Fig. 4(b). The phase boundary between the
IC spiral phase and the high-field commensurate spiral
phase is included in the phase diagram shown in Fig. 9.

C. Phase boundaries determined from bulk
magnetization measurements

Figure 6 shows the magnetization at 5 K as a func-
tion of applied field along all three crystallographic axes.
The magnetization is almost linear along the a and b
axes. Along the ¢ axis the magnetic susceptibility is much
smaller until the system enters the IC canted spiral phase
at 12.2 T, where there is a fivefold increase of the mag-
netization. The transition is first order and hysteretic.
We define the C-IC phase boundary in field scans as
the field at which the differential magnetization dM/dH,
measured for increasing fields, exhibits a maximum.

The IC-C phase boundary for fields applied along the
¢ axis was determined by performing a series of VSM
measurements at constant field while varying tempera-
ture and vice versa. Figure 7 shows the magnetization
as a function of temperature at uoH = 12.5 T. Below
Ty when the system is in the canted linearly polarized
IC phase, the magnetization is gradually decreasing with
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FIG. 6: (Color online) Magnetic field dependence of the mag-
netization measured along all three crystallographic axes at 5
K and for increasing fields. The inset zooms in on the hysteric
C-IC transition observed for fields along c.

0.4
0.1
L H=125T
0.35 o A‘ Ho
— .
- [
S
© i
L
<
m
3
~—~
=
e Cooling |
© Heating
0.05 6 8 10 12 14 16 18 20 22

T (K)

FIG. 7: (Color online) The temperature dependence of the
magnetization at 12.5 T applied along the ¢ axis.. The in-
sets show the differential magnetization upon cooling with an
additional focus on the kink at TYy.

decreasing temperatures. This is followed by a sudden
drop in magnetization when entering the C phase at 17
K. At 9 K the magnetization increases rapidly upon en-
try into canted spiral phase. The first-order nature of the
transitions in and out of the C phase is evident from the
significant hysteresis. We define the phase boundaries in
temperature scans to be the points of maximal or mini-
mal differential magnetization upon cooling.

The transition from the structure with linearly polar-
ized moments to the canted IC spiral can be seen directly
in the VSM measurements. Figure 8 shows the temper-
ature dependence of the magnetization at ugH = 16 T,
measured upon cooling, in which two distinct kinks are
evident: One at the ordering temperature Ty, where IC

FIG. 8: Magnetization measured while cooling at a field of
noH = 16 T applied along the ¢ axis. Two kinks are evi-
dent. The inset shows the derivative, where two transitions
are marked by dashed lines.
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FIG. 9: (Color online) (uoH,T) phase diagram of LiNiPOy4
for magnetic fields applied along the ¢ axis. The black circles
mark the C-IC phase boundary as found using magnetization
data, supported by neutron diffraction data taken from Ref.
7 (stars). The diamonds mark the lock-in phase boundaries
found using V2/FLEX data. The squares mark the boundary
of the IC spiral phase found at RITA-II (below 15 T) and
V2/FLEX (above 15 T), while the two right-pointing trian-
gles indicate the phase boundary detected by VSM measure-
ments. The ordering temperatures of the linearly polarized 1C
phase are taken from Ref. 7 (up-pointing triangles) and are
supported by a measurement from V2/FLEX (down-pointing
triangle). The errors on the VSM measurements are much
smaller than the markers, while the error bars on the neutron-
diffraction measurements are comparable to the marker size
if not explicitly given. IC. denotes the IC structure linearly
polarized mainly along ¢, while IC,. denotes the IC spiral in
the ac-plane. C denotes the commensurate AFM phase and
1/5-C denotes the commensurate lock-in spiral phase.
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FIG. 10: (Color online) (p0H,T) phase diagram determined
from bulk magnetization measurements for fields applied
along the b axis. The insets shows the magnetization and the
differential magnetization at 16 T, where the transitions at
Tx and Tye are marked. IC. denotes the IC structure lin-
early polarized mainly along c.

magnetic order sets in, and one at 7' = 17.3 K, where the
spins start to develop a C, component. The differential
magnetization shows two distinct peaks, indicating the
two second order phase transitions from the paramag-
netic phase to the linear IC structure (Ty) and from the
linear to the spiral IC structure. Combining our neutron
diffraction and magnetization measurements with neu-
tron diffraction results from Ref. 7, we present a complete
phase diagram of LiNiPO, for c-axis fields poH < 17.3
T in Fig. 9.

The phase diagrams for fields along the a and b axes
have also been determined. The field leads to minor de-
creases in Ty and Ty, but no other phase transitions
than the paramagnetic—IC and the IC-C transitions were
detected. Figure 10 shows the phase diagram obtained
from magnetization measurements, when the field is ap-
plied along the b axis. The inset shows, that there is a
small kink in the differential magnetization at Ty fol-
lowed by a large peak at Ty, where the system be-
comes commensurate. The phase diagram for fields ap-
plied along the a axis is identical within errors to that
for fields along b.

IV. MODEL CALCULATIONS
A. The mean-field model and the RPA

The Ni ions in LiNiPOy4 constitute an S = 1 system,
where the orbital perturbation gives rise to a slight in-
crease of the effective g-factor and an effective anisotropy
field acting on the spins. According to experiments the
saturated ordered moment is about 2.2 y5/Ni-ion in the

7

limit of zero temperature,” and the Hamiltonian is as-
sumed to be

H= %Z J(ij)si'sj+j{DM+ZDasii*gHB ZH'Si

ij i i

3)
with g = 2.2. The possible occurrence of anisotropic ex-
change terms is considered to be dominantly due to the
Dzyaloshinsky—Moriya (DM) mechanism. Assuming only
nearest neighbors to contribute, the DM interaction al-
lowed by symmetry is'11®

where, e.g., S,(1i) only contributes to the sum if the ith
site belongs to sublattice 1. The exchange constants and
the single-ion anisotropy constants, D, and D, , were all
deduced from the low-temperature spin waves in Ref. 11.
We have repeated the spin-wave analysis using the more
general RPA method presented in Ref. 19. The actual
procedure used here is the same as used in the RPA anal-
yses of the magnetic excitations in the two systems HoF's
and PrNiSn,?%2! which belong to the same space group as
LiNiPOy4. The MF/RPA theory is obtained to zero order
in the high-density 1/z expansion, and the corrections
appearing in the first order of 1/z are discussed in Ref.
22 for the case of HoF3. The energies and scattering in-
tensities of the spin waves in LiNiPOy, and the exchange
constants derived here, agree with the results determined
previously when applying the linear spin-wave theory,'!
except that the values of the anisotropy constants are
slightly modified into (in units of meV):

D,=0413, D,=1423, D, =+032 (5)

(D, = 0). This shows that the ¢ axis is the pre-
ferred direction for the spins, and that the b axis is
the hardest. The DM anisotropy has no effect on the
spin waves to leading order,'%!5 and D,, is not deter-
mined from the spin waves but from the experimental
value of |0] = 7.8° + 2.6°,” where @ is the canting an-
gle the ordered moments are making with the ¢ axis in
the zero field and temperature limit. The canting may
just as well be reproduced, if the DM term is replaced by
the single-ion anisotropy term +B3(S,S, +5,5,)/2 with
B3 ~ 2.5 meV. However, we find that this large single-ion
anisotropy has unfavorable effects on the spin-wave ener-
gies, and that the amplitudes of the higher harmonics of
the moments in the IC phase become much larger than
observed. Although the DM anisotropy derived here is
surprisingly large (about one third of the corresponding
exchange interaction), it is likely that this is the domi-
nating interaction determining the canting. The canting
angle has a definite sign, depending on the sublattice con-
sidered, but this is difficult to detect experimentally, and
the sign of D, is left unspecified.

The susceptibility components have been calculated
within the MF approximation and are compared with
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FIG. 11: (Color online) The calculated susceptibility com-
ponents (solid lines), divided by ug, are compared with the
experimental results obtained from our magnetization mea-
surements after being corrected for a trace of paramagnetic
impurities. The experimental results are consistent with those
obtained by Kharchenko et al.2?

our experimental results in Fig. 11. In order to get these
results we have introduced one more exchange constant
in the model in addition to the five constants given in
Table I in Ref. 11. The exchange coupling J; between
an ion at r; and its four diagonal neighbors belonging
to the same sublattice, at r; = b £ c, is assumed to be
ferromagnetic with the value —0.23 meV. This has been
done without changing J(q) along the directions of g
where the spin waves have been measured, by replacing
Jy, and J, with, respectively, J| = J, — 2Jf = 1.13 meV
and J. = J, —2J; = 0.41 meV. The transition temper-
ature predicted by the MF model is about 32 K, i.e. 10
K above the experimental one. The exchange parameters
determined from the spin waves in the zero temperature
limit are close to be the true ones, and in terms of these
exchange parameters the MF estimate of T is expected
to be of the order of 10-30% higher than the true ordering
temperature. Hence, it is plausible that most of the dis-
crepancies in Fig. 11 are due to the MF approximation.
Outside the critical regime the MF-model accounts rea-
sonably well for the experimental results, which means
that the values for Jp(0) and the anisotropy constants
D, and D, derived from the spin waves are trustworthy.

The RPA theory reproduces all the linear spin-wave
theory results derived in Ref. 11 in the zero field and tem-
perature limit. The present numerical method is straight-
forwardly generalized to account for the different compli-
cations — the canting of the spins due to D, and the in-
troduction of non-zero values of temperature and fields.
In Fig. 12 is shown a comparison between theory and ex-
periments when applying a field at 2 K, whereas Fig. 13
focuses on the temperature effects at zero field. Except
that the MF/RPA theory may not be trusted close to
Ty, the comparisons shown in the two figures are quite

satisfactory.

The exchange parameters at zero wave vector are de-
rived to be (in meV) Jp(0) = 7.08, Jo(0) = —3.64,
Ja(0) = 5.56, and J5(0) = —0.36 for the four different
symmetry configurations. These numbers show that the
C configuration is the most favorable one, whereas the
exchange interaction strongly opposes the A and F' con-
figurations. This is the situation at zero wave vector, but
this is not changed much in the IC phase (k;. is small).
The ¢ axis is the easy axis, and accordingly the ordered
phase just below T is dominantly determined by the C,
configuration. That it is A, rather than G, which is ac-
companying the C, component, is not explained alone
by the circumstance that the y (b) axis is the hard axis,
but is due to the relatively large DM anisotropy favoring
A,. It is worth to point out that any first-order DM in-
teraction between a y component of a spin and a z or x
component of a neighboring spin cancels by symmetry.'®
This means that the G, component may only be coupled
with the (C,, A;) components due to orbital modifica-
tions of the exchange integrals that are of second-order
in the spin-orbit coupling. Furthermore, the possible cou-
plings between G, and the two other IC components are
forced to vanish by symmetry in the limit of k;,, — 0.

The energy minimum in the spin wave dispersion along
(0, K, 0) is very shallow (see Figs. 12 and 13) showing that
the difference between J (k;.) and J(0) is minute. The
extra lock-in energy gained by the system at zero wave
vector, where the lengths of the moments are no longer
varying, is able to compensate for this energy difference
already 1 K below Ty, by which temperature Ty the
IC phase is being replaced by the corresponding uniform
C phase. In the zero temperature limit, the MF model
predicts the first order IC-C transition to occur at about
the same c axis field, uoH ~ 13 T, as observed, and also
that the structure in the IC phase is elliptically polarized
by combining components from two one-dimensional ir-
reducible representations, (C,, 4,) and, 90° out-of-phase
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FIG. 12: Spin waves at 2 K. The left figure shows the cal-
culated dispersion relation along (0, K,0) at a field of 13 T
applied along the a direction compared with the experimental
results. The spin-wave energy gap at (0,1,0) as a function of
a field applied along the c axis is compared with experiments
performed by Strauss et al.?* in the right figure.
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FIG. 13: (Color online) Spin waves at zero field. The figure to
the left shows the RPA dispersion relation along (0, K,0) as
a function of temperature in comparison with experimental
results. To the right is shown a comparison between observa-
tions and calculations of the spin-wave energy gap at (0, 1,0)
as a function of temperature.

and with a slightly smaller amplitude, (C,, A,). In this
way the IC structure is able to maintain a nearly con-
stant length of the ordered moments by a slight cost in
anisotropy energy (notice that the anisotropy within the
ac plane is rather weak), which makes it competitive with
the C structure. When the temperature is increased, at a
constant c-axis field, the anisotropy within the ac plane
implies that the (C,, A,) moment decreases faster than
the main component, and the MF-model predicts that
it vanishes 2-3 K below T} in agreement with the ex-
perimental phase diagram. There have been some pre-
liminary investigations of the higher harmonics in the IC
phase,?* and the intensity due to the third harmonic of
the C, component is observed to be about 1072 times
the peak intensity due to the first harmonic in the zero
temperature limit. Once again this is in qualitative agree-
ment with the results derived from the MF model. At
least, the possibility that the linearly polarized structure
should be the stable one at zero temperature can be ex-
cluded, since the observed intensity ratio is much smaller
than the value of ~1/9 expected for a linearly polarized
squared-up structure.

The energies involved in the gradual changes of k;. and
in the lock-in transition to the commensurate 1/5-phase
are too small to be modeled by the present MF calcula-
tions. However, the model does predict the presence of
two additional transitions, one at a c-axis field of about
18 T and another one at about 20 T in the zero tem-
perature limit. We anticipate that these two transitions
are just those observed by Khrustalyov et al.'” at 20 and
21 T (numbered 4 and 5 in their Fig. 1). If this is true,
the model calculations show that the one at 20 T is due
to a continuous but very rapid change of the higher har-
monics (the most pronounced changes are shown by the
zeroth and second harmonics of the C, and C, compo-
nents), whereas the second transition is due to smaller
but abrupt modifications of all the higher harmonics.
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FIG. 14: (Color online) The low energy spin-wave dispersions
measured along (0, K, 0) in the IC-phase at 2 K and in a 13 T
field applied along the c axis. The circles and squares in the
upper figure show the experimental results. The solid lines are
the predictions of the RPA in the case of k;. = 1/7, whereas
the dashed straight lines indicate the Goldstone modes ex-
pected for an incommensurate structure. The two figures be-
low are the corresponding logarithmic contour plots of the
scattering intensities along (0, K, 0). The experimental results
are shown to the right to be compared with the calculated re-
sults shown in the left figure.

B. Spin dynamics in the high-field IC spiral phase

The spin waves have been studied experimentally in
the high-field IC spiral phase. The incommensurable or-
dering implies that the excitation spectrum should con-
tain a Goldstone mode reflecting that an overall phase
shift of the spiral does not cost any energy. To investigate
this phenomenon we have performed a number of inelas-
tic neutron scattering experiments around the magnetic
Bragg peak at low energies (above ~0.4 meV). These
results are compared with the RPA predictions derived
from the MF-model in Figs. 14 and 15.

The numerical RPA method discussed above is
straightforwardly generalized to the case, where the mag-
netic unit cells contains any integer multiple of 4 spins.'?
The numerical method presupposes a commensurable or-
dered structure, but the results may still be valid for
describing an incommensurate system, if the commensu-
rable period assumed in the calculations is sufficiently
long. The most significant effect of the assumption of
commensurability is that the excitations are going to ex-
hibit a non-zero energy gap at the ordering wave vector
instead of the soft-mode behavior expected in the incom-
mensurable case. In the calculations shown in the two
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FIG. 15: (Color online) Spin-wave dispersions in the IC-phase
at 2 K and 13 T along (H, 1+k;.,0) and (H, 1,0). The symbols
are the same as used in Fig. 14.

figures, 14 and 15, we have assumed an ordered magnetic
structure with a period of 7 crystallographic unit cells
along the b axis, which in the model leads to an energy
gap of about 0.25 meV at the ordering wave vector. Out-
side the close neighborhood of the magnetic Bragg points
at (0,1 £k, 0), the assumption of commensurability is
unimportant and the RPA predictions are found to be
in nearly complete agreement with the experimental re-
sults, both with respect to the energies and the scattering
intensities of the magnetic excitations. The most impor-
tant energy gap induced by the IC ordering is the one at
(0,1,0), but also the presence of the smaller, higher-order
one calculated at about (0,1+0.3,0) has been verified by
a direct observation of a two-peak scattering structure in
a constant ¢ scan at (0,1.3,0).

We have made attempts to look for inelastic scattering
peaks also outside the (¢,w) regime covered by Figs. 14
and 15 with no success. This is, once more, consistent
with the RPA calculations, since they indicate that the
magnetic peaks become very weak, in practice invisible,
at the higher energies.

V. CONCLUSIONS

We have used neutron diffraction to identify two new
magnetic phases in LiNiPO,, induced by the application
of magnetic fields larger than 12 T along the ¢ axis. In
the process, we have clarified the magnetic phase dia-
gram for fields up to 17.3 T along ¢, and, from magne-
tization measurements, the phase diagrams for fields up
to 16 T along a and b. For fields along ¢, the IC modu-
lation vector (0, k., 0) was shown to stabilize at a com-
mensurate value (0, £, 0) for fields larger than 16 T below
10 K. We presented an irreducible-representation analy-
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sis of our neutron-diffraction data, which is consistent
with a temperature-driven continuous phase transition
from a low-temperature, elliptically polarized, canted IC
spiral to a high-temperature, linearly polarized, canted
IC structure. This phase transition was also resolved in
our bulk magnetization data, and the transition tempera-
tures derived from magnetization and neutron-diffraction
data were found to agree within experimental error.

The MF model presented here is determined from the
analysis in Ref. 11 of the spin waves observed at 2 K
and zero field. The excellent account of the spin waves
obtained under these conditions has here been extended
so to comprise the spin waves observed at non-zero val-
ues of temperatures and fields in the uniformly ordered
C-phase. In the IC-phase at low temperatures and high
fields, we have observed well-defined magnetic excitations
at energies below 3-4 meV, which carry substantial inten-
sity only for wave vectors in the vicinity of the incommen-
surate ordering vectors. All of these observations are in
firm agreement with the RPA predictions. In spite of the
limited validity of the MF approach close to a second-
order phase transition, the present MF model predicts
a phase diagram in good agreement with our observa-
tions. Most importantly, the MF-predictions have been a
valuable guidance in the determination of the magnetic
structures in the different phases. In spite of its success,
the MF model also shows some failures. The calculated
and observed intensity ratios between different compo-
nents and harmonics are found to differ in a number of
cases. Some of these discrepancies might be due to the
MF approximation itself, but there are systematic fea-
tures indicating that the model needs to be improved, i.e.
that the anisotropic modifications of the exchange inter-
actions, appearing in the second order of the spin-orbit
coupling, may be of some importance. This conclusion is
substantiated by the large value of the leading-order DM
interaction derived in the present analysis.
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